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Chapter 1

Introduction

The origin of the theory of vertex operator algebras comes from Borcherds’ wonderful

insight [Bo1] that the moonshine module V \ which Frenkel, Lepowsky and Muerman

constructed in [FLM] to solve the moonshine conjecture on the Monster sporadic finite

simple group M has a natural structure of a vertex algebra which he devised. After the

positive solution of the moonshine conjecture by Borcherds [Bo2], a movement to study

the Monster as the full automorphism group of the moonshine vertex operator algebra

was established.

Let us explain the FLM construction of the moonshine vertex operator algebra briefly.

The moonshine vertex operator algebra V \ is constructed as the Z2-twisted orbifold con-

struction of the lattice VOA VΛ associated to the Leech lattice Λ. Roughly speaking, we

may understand it as follows. We can define an involution θ on VΛ which comes from the

(−1)-isometry on Λ. Then we take the θ-invariants V +
Λ of VΛ, which is again a simple

vertex operator algebra. It is shown in [FLM] that there is a θ-twisted representation V T
Λ

of VΛ. The involution θ also acts on V T
Λ . We take a fixed point submodule (V T

Λ )+ of V T
Λ .

Then we define the moonshine vertex operator algebra by V \ := V +
Λ ⊕ (V T

Λ )+. In [FLM],

Frenkel et. al. showed that V \ has a structure of a simple vertex operator algebra with the

q-character J(τ) and that the automorphism group Aut(V \) is isomorphic to the Monster

by using Griess’ result in [G] (see also [ATLAS] [C] [Ti]). By the construction, V \ has a

natural Z2-symmetry, which is known to be the 2B-involution of the Monster. It is shown

in [H3] that both VΛ and V \ are Z2-graded simple current extensions of the Z2-orbifold

V +
Λ of VΛ, and in this view point, the proof of existence of a structure of a vertex operator

algebra on V \ was simplified by Huang [H3].

After [FLM], Miyamoto showed quite another construction of V \. In [DMZ], Dong,

Mason and Zhu discovered an important fact that there is an orthogonal decomposition of

the Virasoro vector of V \ into 48 conformal vectors with central charge 1/2. This implies

an existence of the unitary Virasoro frame L(1/2, 0)⊗ 48 in V \ and we can study V \ as a

1



2 CHAPTER 1. INTRODUCTION

module for the frame L(1/2, 0)⊗ 48, where L(c, h) denotes the irreducible highest weight

module for the Virasoro algebra with central charge c and highest weight h. Motivated

by this fact, Miyamoto builded a theory of code vertex operator algebras in [M2] [M3]

[M4] and succeeded to reconstruct the moonshine vertex operator algebra started from

the Virasoro frame L(1/2, 0)⊗ 48 in [M5]. In his construction, we have to perform simple

current extensions in two steps. First, we construct a code vertex operator algebra as

a simple current extension of L(1/2, 0)⊗ 48, and then we construct the moonshine vertex

operator algebra as a simple current extension of the code VOA.

The Miyamoto’s construction has an advantage that we can explicitly define many

2A-involutions of the Monster by using the representation theory of the unitary Virasoro

vertex operator algebra L(1/2, 0). In [M1], Miyamoto showed that the Z2-symmetry of

the fusion algebra for L(1/2, 0) gives rise to an involutive automorphism of any vertex

operator algebra which contains L(1/2, 0) as a subalgebra. This involution is often called

the Miyamoto involution. It is shown in [C] and [M1] that the Miyamoto involutions on

the moonshine vertex operator algebra belong to the 2A-conjugacy of the Monster and

that there is a one-to-one correspondence between the set of conformal vectors in V \ with

central charge 1/2 and the set of 2A-involutions of the Monster. After [M1], a method

to define automorphisms of vertex operator algebras by using symmetries in the fusion

algebras for the Virasoro vertex operator algebras and their simple current extensions was

developed by many mathematicians (cf. [KMY] [M7] [M8] [LLY] [SY]). In particular, C.H.

Lam, H. Yamada and the author has recently obtained an important achievement on the

Miyamoto involutions in [LYY]. In [LYY], they also use some simple current extensions

of vertex operator algebras to define automorphisms.

Now, we come to see that the simple current extensions of vertex operator algebras

have an incredible significance to construct new vertex operator algebras and study their

automorphisms. By this reason, the theory of simple current extensions is one of my

central subject. In this article the author would like to make a comprehensive compilation

on the theory of simple current extensions so far as I have ever obtained.

Let us review the definition of simple current extensions. Let V 0 be a simple vertex

operator algebra and D an abelian group. Assume that a direct sum VD = ⊕α∈DV α of

inequivalent irreducible V 0-modules {V α | α ∈ D} indexed by D forms a simple vertex

operator algebra. If the fusion rule V α×V β = V α+β for V 0-modules is satisfied, then the

extension VD is called a D-graded simple current extension of V 0. One of the main purpose

of this article is to determine the representation theory of VD. To complete it, we have

to use the theory of fusion products. The theory of fusion products has been developed

by Huang [H1]-[H4] and Huang-Lepowsky [HL1]-[HL4] and it provides us a powerful tool

to study vertex operator algebras. The main tool we use in this paper is the associativity
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for the fusion products. By Huang’s results, intertwining operators among simple current

modules have a nice property so that in the representation theory of a simple current

extensions with an abelian symmetry we can find certain twisted algebras associated to

pairs of the abelian group and its orbit spaces. The twisted algebras can be considered as

a deformation or a generalization of group rings and play a powerful role in our theory.

Using the twisted algebras, we can show that every module for a simple current extension

of a rational C2-cofinite VOA of CFT-type is completely reducible. Furthermore, we

can parameterize irreducible modules for extensions by irreducible representations of the

twisted algebras (Theorem 4.4.7).

We also develop a method of induced modules for simple current extensions. We

show that every irreducible module of a rational C2-cofinite vertex operator algebra of

CFT-type can be lifted to be a twisted module for a simple current extension with an

abelian symmetry (Theorem 4.5.3). This result concerns the following famous conjecture:

“For a simple rational vertex operator algebra V and its finite automorphism group G,

the G-invariants V G, called the G-orbifold of V , is also a simple rational vertex operator

algebra. Moreover, every irreducible module for the G-orbifold V G is contained in a g-

twisted V -module for some g ∈ G.” Our result is the converse of this conjecture in a

sense. Actually, we prove the following. Let V 0 be a simple rational VOA of CFT-type

and D a finite abelian group. Then a D-graded simple current extension VD = ⊕α∈DV α

is σ-regular for all σ ∈ D∗. Here the term ”σ-regular” means that every weak σ-twisted

module is completely reducible (cf. [Y2]). Moreover, for an irreducible V 0-module W , we

can attach the group representation χ : D → Z/nZ such that the powers of z in a V 0-

intertwining operator of type V α× (V β £V 0 W ) → V α+β £V 0 W are contained in χ(α)+Z
for all α, β ∈ D. Finally we prove that W can be lifted to be an irreducible χ̂-twisted

VD-module, where χ̂ is an element in D∗ defined as χ̂(α) = e−2π
√−1 χ(α) for α ∈ D.

In Miyamoto’s reconstruction of the moonshine vertex operator algebra, sometimes

we have to extend a D-graded simple current extension VD of V 0 to an E-graded simple

current extension VE where E contains D as a subgroup. In this paper we present a

method to construct the above extension in a general fashion in Theorem 4.6.1. We

also present a lifting property of intertwining operators in Theorem 4.4.9 which describes

fusion rules for VD-modules in terms of that of V 0-modules. By this theorem, we can

compute many fusion rules for the extensions.

Another main purpose of this article is to give applications of the theory of simple

current extensions to the moonshine vertex operator algebra and the Monster. In Section

6 we recall FLM’s construction of the moonshine module and introduce Huang’s idea of

the existence of a vertex operator algebra structure on the moonshine module in which

he used some results on simple current extensions. In Section 7 we recall the Miyamoto’s
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construction of the moonshine vertex operator algebra and we present a brief refinement

of his construction based on our results on simple current extensions. It is worth to

remark that by our refinement we can construct a vertex operator algebra which contains

a Virasoro frame L(1/2, 0)⊗n for arbitrary length n as long as Hypothesis I in Section

7 is satisfied, while Miyamoto’s original construction has a restriction on length n to be

divisible by 8.

In Section 8 we give some new results on the moonshine vertex operator algebra.

Let e ∈ V \ be a conformal vector with central charge 1/2 and τe ∈ Aut(V \) ' M the

corresponding Miyamoto involution. Then it is known that CAut(V \)(τe) is isomorphic to

the 2-fold cover 〈τe〉 ·B of the baby monster sporadic finite simple group B (cf. [ATLAS]).

On the other hand, since the subalgebra Vir(e) generated by e is isomorphic to the unitary

Virasoro vertex operator algebra L(1/2, 0), which has exactly three irreducible module

L(1/2, 0), L(1/2, 1/2) and L(1/2, 1/16), we have the following decomposition of V \:

V \ =
⊕

h=0,1/2,1/16

L(1/2, h)⊗HomVir(e)(L(1/2, h), V \).

The space T \
e (h) := HomVir(e)(L(1/2, h), V \), h ∈ {0, 1/2, 1/16}, coincides with the space

of highest weight vectors for Vir(e) with highest weight h, and by the commutant construc-

tion, T \
e (0) is a subalgebra of V \ which commutes with Vir(e) and T \

e (h), h = 0, 1/2, 1/16,

are module for T \
e (0). Therefore, the group CAut(V \)(τe) naturally acts on the spaces

T \
e (h). On the other hand, it is well-known that L(1/2, 0) ⊕ L(1/2, 1/2) forms a simple

vertex operator superalgebra. Therefore, it is natural for us to expect that the space

VB := T \
e (0) ⊕ T \

e (1/2) also forms a simple vertex operator superalgebra. The study of

VB was first begun by Höhn in [Hö1] and he proved in [Hö2] that the automorphism

group of VB is exactly isomorphic to 2 × B. In Section 8 we give a quite different proof

of existence of a structure of a vertex operator superalgebra on VB and the isomorphism

Aut(VB) ' 2 × B by showing that VB is a Z2-graded simple current extension of T \
e (0).

Moreover, we prove that VBT := T \
e (1/16) is an irreducible Z2-twisted VB-module and that

the irreducible T \
e (0)-modules are exactly given by T \

e (0), T \
e (1/2) and T \

e (1/16). This re-

sult gives an interesting consequence that the 2A-twisted orbifold construction applied

to V \ yields V \ itself again, whereas the 2B-twisted orbifold construction applied to V \

yields VΛ as in [FLM].

In Section 8 we also review the 3A-algebra for the Monster in [SY]. This algebra was

first studied by Miyamoto [M8] and Sakuma and the author studied it deeply in [SY].

After [SY], Lam, Yamada and the author greatly generalized Miyamoto’s idea in [M8] and

made a comprehensive development of the study of the McKay’s observations on the 2A-

conjugacy class of the Monster in [LYY]. In [LYY], many algebras related to the Monster

were founded and studied. The 3A-algebra is a one of them and its fusion algebra has
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a natural Z3-symmetry which is known to define the 3A-triality of the Monster. Since

the 3A-algebra is a Z3-graded simple current extension of the unitary Virasoro vertex

operator algebras, we can study it by using a theory of simple current extensions we have

developed. It is an interesting result that some coefficients of fusion rules for modules for

the 3A-algebra is 6, whereas there are few examples of fusion rules whose coefficients are

greater than 1.
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Chapter 2

Basic Definitions

In this section we recall some basic definitions on vertex operator algebras. Sometimes

it is convenient to consider not only vertex operator algebras but also vertex operator

superalgebras, the superalgebra version of vertex operator algebra, together. So we also

include the notion of vertex operator superalgebras. We shall work in an algebraic setting

over the complex number field C, however, all the results are valid over any algebraic

field of characteristic 0. The set of non-negative integers will be denoted by N, i.e.,

N = {0, 1, 2, . . . }. The symbols z, z0, z1, . . . will designate commuting formal variables.

2.1 Formal calculus

Here we discuss formal power series and fix the necessary notations. All the results are

either elementary or in [FLM] and [FHL].

For a vector space V , we set

V [z] := {∑
n∈N vnzn | vn ∈ V, all but finitely many vn = 0 },

V [z, z−1] := {∑
n∈Z vnzn | vn ∈ V, all but finitely many vn = 0 },

V [[z]] := {∑
n∈N vnzn | vn ∈ V },

V ((z)) := {∑
n∈Z vnzn | vn ∈ V, vn = 0 for sufficiently small n },

V [[z, z−1] := {∑
n∈Z vnzn | vn ∈ V },

V {z} := {∑
r∈C vrz

r | vr ∈ V },
V {{z}} := {∑

r∈C vrz
r | vr ∈ V, ∀r ∈ C ∃N ∈ N s.t. vr−i = 0 for ∀i ≥ N }.

and we shall also use analogous notation for several variables.

For r ∈ C, we define the binomial expansion by

(z1 + z2)
r :=

∑

i∈N

(
r

i

)
zr−i
1 zi

2, where

(
r

i

)
:=

r · (r − 1) · · · (r − i + 1)

i!
.

7
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Note that (z1 + z2)
r 6= (z2 + z1)

r unless r ∈ N.

For f(z) ∈ V [z], we define its formal exponential series by

ef(z) :=
∞∑

n=0

1

n!
f(z)n.

Then we have the following formal version of Taylor’s theorem:

ez0
d
dz · zr = (z + z0)

r for r ∈ C. (2.1.1)

We introduce a basic generating function, the formal δ-function at z = 1:

δ(z) :=
∑

n∈Z
zn.

The fundamental property of the δ-function is znδ(z) = δ(z) for n ∈ Z. We usually use

the δ-function in the following way:

z−1
2 δ

(
z1 − z0

z2

)(
z1 − z0

z2

)r

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−r

, where r ∈ C,

z−1
0 δ

(
z1 − z2

z0

)
− z−1

0 δ

(−z2 + z1

z0

)
= z−1

2 δ

(
z1 − z0

z2

)
= z−1

1 δ

(
z2 + z0

z1

)
.

The following formal residue notation will be useful:

Resz

∑

n∈Z
vnzn := v−1.

Formal residue enjoys some property of contour integration. We have

(i) Integration by parts. For f(z) ∈ C((z)) and g(z) ∈ V ((z)),

Reszf(z)
d

dz
g(z) = −Resz

d

dz
f(z) · g(z).

(ii) Formula for change of variable. For g(z) =
∑

n≥N vnz
n ∈ V ((z)) and f(z) =∑

n≥1 anzn ∈ C[[z]] with a1 6= 0, we have the following formula for this change of variable:

Reszg(z) = Resz1g(f(z1))
d

dz1

f(z1).

2.2 Vertex operator algebras

Definition 2.2.1. A vertex superalgebra is a quadruple (V, Y (·, z), 1l, ∂) where V = V 0 ⊕
V 1 is a Z2-graded C-vector space, Y (·, z) is a linear map called vertex operator map from

V ⊗C V to V ((z)), where z is a formal variable, 1l is a specified element of V called vacuum
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vector and ∂ is a parity preserving endomorphism of V such that if we set Y (a, z) =∑
n∈Z a(n)z

−n−1 for a ∈ V , which is called the vertex operator of a, then the following

conditions hold:

(i) Y (1l, z) = idV ;

(ii) Y (a, z)1l ∈ V [[z]] and Y (a, 0)1l = a(−1)1l = a for any a ∈ V ;

(iii) [∂, Y (a, z)] = Y (∂a, z) =
d

dz
Y (a, z) for any a ∈ V ;

(iv) For a ∈ V i and b ∈ V j, Y (a, z)b ∈ V i+j((z)), where i, j ∈ Z2 = Z/2Z;

(v) The following Jacobi identity holds for any Z2-homogeneous a, b, v ∈ V :

z−1
0 δ

(
z1 − z2

z0

)
Y (a, z1)Y (b, z2)v − (−1)ε(a,b)z−1

0 δ

(−z2 + z1

z0

)
Y (b, z2)Y (a, z1)v

= z−1
2 δ

(
z1 − z0

z2

)
Y (Y (a, z0)b, z2)v,

where ε : V 0 t V 1 → Z2 = Z/2Z is a parity function such that ε(a, b) = 1 +Z if and only

if a, b ∈ V 1.

We usually denote (V, Y (·, z), 1l, ∂) simply by V . In the case of V 1 = 0, V is called a

vertex algebra. If a vertex superalgebra V has a 1
2
Z-graded decomposition V = ⊕n∈ 1

2
ZVn

such that V 0 = ⊕n∈ZV 0∩Vn, V 1 = ⊕n∈ZV 1∩Vn+ 1
2

and a(n)Vs ⊂ Vm+s−n−1 for any a ∈ Vm,

then V is said to be a graded vertex superalgebra. For a graded vertex superalgebra V ,

we define the weight of a homogeneous element a ∈ Vm by wt(a) := m. This completes

the definition.

Remark 2.2.2. For a vertex superalgebra (V, Y (·, z), 1l, ∂), the underlying vector space V

is sometimes called the Fock space of the structure.

The following are consequences of axioms (cf. [FLM] [FHL] [Li1]).

1◦ Skew-symmetry: Y (a, z)b = (−1)ε(a,b)ez∂Y (b,−z)a. In particular, Y (a, z)1l = ez∂a.

2◦ Commutativity: Let N be an integer such that a(n)b = 0 for n ≥ N . Then

(z1 − z2)
NY (a, z1)Y (b, z2) = (−1)ε(a,b)(z1 − z2)

NY (b, z2)Y (a, z1) on V. (2.2.1)

3◦ Associativity: Let N be a positive integer such that Y (a, z)v involves only positive

powers of z. Then

(z2 + z0)
NY (Y (a, z0)b, z2)v = (z0 + z2)

NY (a, z0 + z2)Y (b, z2)v. (2.2.2)

Among the above conditions, the most important one is the commutativity as which

characterizes a concept of vertex superalgebra. Here we present the following fact.
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Proposition 2.2.3. ([Li1, Proposition 2.2.4]) In the definition of vertex superalgebra,

the Jacobi identity can be equivalently replaced by the commutativity (2.2.1).

Proof: Here we give a proof of the above proposition at the classical level as in

Remark 2.2.5 of [Li1]. Let A be any algebra with a right identity A1 and denote by

ad(a) the left multiplication by an element a ∈ A. Suppose that the commutativity

ad(a)ad(b) = ad(b)ad(a) holds for any a, b ∈ A. Then a(bc) = b(ac) for any a, b, c ∈
A. Setting c = A1, we obtain the commutativity ab = ba. Furthermore, we obtain

the associativity a(bc) = a(cb) = c(ab) = (ab)c for any a, b, c ∈ A. Therefore A is a

commutative associative algebra. The proof of Proposition 2.2.4 of [Li1] is exactly an

analogue of the argument above.

Later, we will present another approach to the definition of vertex superalgebras using

a theory of local systems [Li1].

Definition 2.2.4. A vertex operator superalgebra (V, Y (·, z), 1l, ω) is a graded vertex su-

peralgebra (V, Y (·, z), 1l, ∂) with an additional element ω ∈ V called the Virasoro vector

of V such that

(vi) V admits a representation of the Virasoro algebra:

[L(m), L(n)] = (m− n)L(m + n) + δm+n,0
m3 −m

12
c

for m, n ∈ Z, where we set Y (ω, z) =
∑

n∈Z L(n)z−n−2 and c ∈ C is called the central

charge of ω;

(vii) L(−1) = ∂, i.e., Y (L(−1)a, z) = [L(−1), Y (a, z)] = d
dz

Y (a, z) for any a ∈ V ;

(viii) The 1
2
Z-graded decomposition V = ⊕n∈ 1

2
ZVn coincides with L(0)-eigenspace decom-

position, that is, L(0)|Vn = n · idVn , and also we have dimC Vn < ∞ and Vn = 0 for

sufficiently small n. This completes the definition.

A vertex operator superalgebra V = V 0 ⊕ V 1 with V 1 = 0 is called a vertex operator

algebra and we call it a VOA for short. Similarly, a vertex operator superalgebra is shortly

referred to as a super VOA or an SVOA.

In this article, we mainly treat VOAs of CFT-type:

Definition 2.2.5. An SVOA V is said to be of CFT-type∗ if it has a grade decomposition

V = ⊕n∈ 1
2
ZVn such that V0 = C1l and Vn = 0 for n < 0. A VOA of CFT-type is an SVOA

of CFT-type with odd part component V 1 = 0.

∗ CFT=Conformal Field Theory, as this kind of condition is always assumed in the conformal field
theory.
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2.3 Modules for vertex operator algebras

Definition 2.3.1. Let (V, YV (·, z), 1l, ∂V ) be a vertex superalgebra. A V -module is a triple

(M,YM(·, z), ∂M) where M = M0⊕M1 is a Z2-grades vector space and YM(·, z) is a linear

map V ⊗CM → M((z)) and ∂M is a Z2-homogeneous endomorphism of M such that if

we set YM(a, z) =
∑

n∈Z a(n)z
−n−1, where a(n) ∈ End(M), then the following conditions

hold:

(i) YM(1l, z) = idM ;

(ii) For a ∈ V i and v ∈ M j, YM(a, z)v ∈ M i+j((z)), where i, j ∈ Z2;

(iii) YM(∂V a, z) = [∂M , YM(a, z)] = d
dz

YM(a, z);

(iv) The following Jacobi identity holds for any Z2-homogeneous a, b ∈ V and v ∈ M :

z−1
0 δ

(
z1 − z2

z0

)
YM(a, z1)YM(b, z2)v − (−1)ε(a,b)YM(b, z2)YM(a, z1)v

= z−1
2 δ

(
z1 − z0

z2

)
YM(YV (a, z0)b, z2)v.

We often denote (M,YM(·, z), ∂M) simply by M . This completes the definition.

Definition 2.3.2. Let (V, YV (·, z), 1l, ω) be a vertex operator superalgebra. A V -module

is a module (M, YM(·, z), ∂M) of a vertex superalgebra (V, YV (·, z), 1l, L(−1)) such that

∂M = L(−1) = ReszYM(ω, z). A V -module M is said to be 1
2
N-graded if there is a 1

2
N-

grading M = ⊕n∈ 1
2
ZM(n) such that M0 = ⊕n∈NM0 ∩M(n), M1 = ⊕n∈NM1 ∩M(n + 1

2
)

and a(n)M(s) ⊂ M(s + wt(a)− n− 1) for any a ∈ V . A 1
2
N-graded V -module M is said

to be a strong module if an operator L(0) = ReszzY (ω, z) acts on M semisimply and each

eigenspace is of finite dimension. For a strong V -module M , we often use Ms to denote

the eigen subspace {v ∈ M | L(0)v = sv} for s ∈ C. This completes the definition.

Remark 2.3.3. In the definition of modules, we do not have to assume the L(−1)-derivation

property YM(L(−1)a, z) = [L(−1), YM(a, z)] = ∂zYM(a, z) if V is an SVOA, as will follow

from the Jacobi identity on M .

Remark 2.3.4. It will be explained later that to give a module M for an SVOA V is

equivalent to give a vertex superalgebra homomorphism from V to a local system on M .

If this homomorphism preserves SVOA gradings, then a module M becomes a 1
2
N-graded

module. Namely, even if we consider a vertex operator algebra, its representation theory

is studied in the level of vertex algebras.

For an N-graded V -module M = ⊕n≥0M(n) with M(0) 6= 0, the subspace M(0) is

often called the top level of M , and for a strong V -module M = ⊕n≥0Mn+h with top level
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Mh, we call its weight h top weight of M . For a strong module M with top weight h, we

often consider its q-dimension or q-character given as follows:

chM(q) := trMqL(0) =
∞∑

n=0

dim Mn+hq
n+h.

The following are consequences of definition (cf. [FLM] [FHL] [Li1]).

1◦ Commutativity: Let a, b ∈ V and let N be an integer such that znYV (a, z)b involves

only positive powers of z. Then

(z1 − z2)
NYM(a, z1)YM(b, z2) = (−1)ε(a,b)YM(b, z2)YM(a, z1) on M. (2.3.1)

2◦ Associativity: Let a, b ∈ V and v ∈ M . Then for sufficiently N we have

(z0 + z2)
NYM(a, z0 + z2)YM(b, z2)v = (z2 + z0)

NYM(YV (a, z0)b, z2)v. (2.3.2)

It is well-known that the above two conditions are equivalent to the Jacobi identity.

Proposition 2.3.5. ([Li1, Proposition 2.3.3]) Let V be a vertex superalgebra. Then the

Jacobi identity on a module is equivalently replaced by the commutativity (2.3.1), the

associativity (2.2.2) and the L(−1)-derivation property.

2.4 Intertwining operators and fusion rules

Definition 2.4.1. Let V be a vertex operator algebra and let M1, M2 and M3 be strong

V -modules with L(0)-weight decompositions M i = ⊕n∈NM i
n+hi

, i = 1, 2, 3, where hi ∈ C
and M i

n+h = {v ∈ M i | L(0)v = (n+hi)v}. A V -intertwining operator of type M1×M2 →
M3 is a linear map I(·, z) : M1⊗M2 → M3{{z}} satisfying the following conditions:

(i) For any u1 ∈ M1 and u2 ∈ M2, I(u1, z)u2 ∈ M3((z))z−h1−h2+h3 ;

(ii) L(−1)-derivation: I(L(−1)u1, z) = ∂zI(u1, z);

(iii) The following Jacobi identity holds for any a ∈ V , u1 ∈ M1 and u2 ∈ M2:

z−1
0 δ

(
z1 − z2

z0

)
YM3(a, z1)I(u1, z2)u

2 − z−1
0 δ

(−z2 + z1

z0

)
I(u1, z2)YM2(a, z1)u

2

= z−1
2 δ

(
z1 − z0

z2

)
I(YM1(a, z0)u

1, z2)u
2.

The space of V -intertwining operators of type M1 ×M2 → M3 is denoted by
(

M3

M1 M2

)
V

or simply by
(

M3

M1 M2

)
, and its dimension dimC

(
M3

M1 M2

)
is called the fusion rule. This

completes the definition.
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Remark 2.4.2. Let I(·, z) be as above and let u ∈ M1. If we write I(u, z) =
∑

r∈C u(r)z
−r−1

with u(r) ∈ Hom(M2,M3), then it follows from definition that each coefficient operator is

homogeneous such that u(r)M
2
s ⊂ M3

s+wt(u)−r−1.

The name “V -intertwining operator” comes from the following fact.

Lemma 2.4.3. There is a canonical isomorphism between
(

M2

V M1

)
and HomV (M1,M2).

Therefore, if both M1 and M2 are irreducible, then
(

M2

V M1

)
= 0 unless M1 ' M2.

Proof: Let I(·, z) ∈ (
M2

V M1

)
. Then by the L(−1)-derivation we have ∂zI(1l, z) =

I(L(−1)1l, z) = 0. Thus I(1l, z) is in HomC(M1,M2). Moreover, since [a(n), I(1l, z)] =∑
i≥0 zn−iI(a(i)1l, z) = 0 for any a ∈ V , I(1l, z) defines an element in HomV (M1,M2). If

I(1l, z) = 0, then

I(a, z) = I(a(−1)1l, z) = Resw{(w − z)−1YM2(a, w)I(1l, z)− (−z + w)−1I(1l, z)YM1(a, w)}

implies I(·, z) = 0. Thus we obtain a linear injection
(

M2

V M1

) 3 I(·, z) 7→ I(1l, z) ∈
HomV (M1,M2). Conversely, for ψ ∈ HomV (M1,M2), define Jψ(·, z) : V ×M1 → M2((z))

by Jψ(a, z) = YM2(a, z)ψ = ψYM1(a, z). Then one can easily check that Jψ(a, z) ∈ (
M2

V M1

)

and Jψ(1l, z) = ψ. Thus
(

M2

V M1

)
is isomorphic to HomV (M1, M2).

Clearly, for every V -module M , the module vertex operator YM(·, z) is a V -intertwining

operator of type V × M → M . Since the definition of intertwining operators are a

generalization of that of module vertex operator maps, intertwining operators also enjoy

the following properties.

Proposition 2.4.4. Let I(·, z) be a V -intertwining operator of type M1 × M2 → M3.

Then the Jacobi identity for an intertwining operator is equivalent to the following two

properties:

(i) Commutativity:

(z1 − z2)
NYM3(a, z1)I(u, z2) = (z1 − z2)

NI(u, z2)YM2(a, z1) for N À 0;

(ii) Associativity:

(z0 + z2)
NYM3(a, z0 + z2)I(u, z2) = (z2 + z0)

NI(YM1(a, z0)u, z2) for N À 0.

2.5 Automorphisms and twisted theory

In the theory of vertex operator algebras, automorphisms play an important role.
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Definition 2.5.1. An automorphism σ of a vertex operator algebra V is a linear auto-

morphism on V such that it fixes both the vacuum vector 1l and the Virasoro vector ω

and preserves the vertex operator mapping σY (a, z)b = Y (σa, z)σb for any a, b ∈ V . The

group of automorphisms of V is denoted by Aut(V ).

For a subgroup G of Aut(V ), we can obtain the G-fixed point subalgebra V G := {a ∈
V | σa = a for any σ ∈ G}, called the G-orbifold of V . It is an important problem to

classify all irreducible V G-modules in the orbifold conformal field theory, and this problem

leads us to the notion of twisted modules. Let σ ∈ Aut(V ) be of finite order |σ|. Then

we obtain the eigenspace decomposition

V = V 0 ⊕ V 1 ⊕ · · · ⊕ V |σ|−1, where V r := {a ∈ V | σa = e2π
√−1 /|σ| · a}.

Then σ-twisted V -modules are defined as follows:

Definition 2.5.2. A σ-twisted V -module is a couple (M,YM(·, z)) of a vector space M

and a vertex operator mapping YM(·, z) : V ⊗M → M((z1/|σ|)) such that

(i) YM(1l, z) = idV ;

(ii) YM(a, z) has a form YM(a, z) =
∑

n∈Z a(n+ r
|σ| )z

−n−1−r/|σ| for a ∈ V r, where a(n+ r
|σ| ) ∈

End(M);

(iii) The following twisted Jacobi identity holds for any a ∈ V r and b ∈ V :

z−1
0 δ

(
z1 − z2

z0

)
YM(a, z1)YM(b, z2)− z−1

0 δ

(−z2 + z1

z0

)
YM(b, z2)YM(a, z1)

= z−1
2 δ

(
z1 − z0

z2

)(
z1 − z0

z2

)−r

YM(YV (a, z0)b, z2) on M.

A 1
|σ|Z-graded σ-twisted V -module is a σ-twisted V -module with a Z/|σ|Z-grading M =

M0⊕M1⊕ · · ·M |σ|−1 such that V i ·M j ⊂ M i+j and each M i is an N-graded V 0-module.

A strong σ-twisted V -module is a 1
|σ|Z-graded σ-twisted V -module which is also a strong

module as a V 0-module. This completes the definition.

If we consider a trivial automorphism idV , then we find that an idV -twisted V -module

is exactly a V -module. Therefore, sometimes a V -module is referred to as an untwisted

module. As in the case of untwisted modules, we have the following (cf. see [Li2]).

Proposition 2.5.3. Let M be a σ-twisted V -module and let a ∈ V r, b ∈ V and v ∈ M .

Then the twisted Jacobi identity on M is equivalently replaced by the L(−1)-derivation

property, the commutativity

(z1 − z2)
NYM(a, z1)YM(b, z2) = (z1 − z2)

NYM(b, z2)YM(a, z1)
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and the associativity

(z0 + z2)
N+r/|σ|YM(a, z0 + z2)YM(b, z2)v = (z2 + z0)

N+r/|σ|YM(YV (a, z0)b, z2)v

with sufficiently large N ∈ N.

2.6 Examples of VOAs

In this section we present some examples of vertex operator algebras and superalgebras.

Here we only give constructions of underlying vector spaces (Fock spaces) and definitions

of vertex operator maps on them, and the proofs of VOA structures are omitted; as the

most of them will directly follow from a theory of local system given in Section 3.1.

2.6.1 Free bosonic VOA

Let h be a finite dimensional vector space with a non-degenerate symmetric bilinear form

〈·, ·〉. Viewing h as an abelian Lie algebra with invariant bilinear form, we construct its

affinization ĥ := C[t, t−1]⊗ h⊕ Cc whose Lie bracket is defined as

[tm⊗ a, tn⊗ b] := δm+n,0〈a, b〉c for a, b ∈ h, [ĥ, c] = 0.

Set ĥ± := ⊕±m>0Ctm⊗ h and ĥ0 := 1⊗ h⊕Cc. Then we have a triangular decomposition

ĥ = ĥ+ ⊕ ĥ0 ⊕ ĥ−. We have a subalgebra h+ ⊕ Cc ⊕ h− and this is often called the

Heisenberg algebra. We often identify h with 1⊗ h ⊂ ĥ0. Let k ∈ C and α ∈ h∗. Since

the bilinear form on h is non-degenerate, we can identify h with its dual h∗. Let Ceα be a

one-dimensional representation of ĥ0 defined as h ·eα = 〈α, h〉eα for h ∈ h and c ·eα = keα.

With trivial action of h+, we can extend Ceα to be a (ĥ0 + ĥ+)-module. Then the induced

module

Mh(k, α) := Ind
U(ĥ)
U(ĥ0+ĥ+)

Ceα = U(ĥ) ⊗
U(ĥ0+ĥ+)

Ceα

is called the Verma module or the highest weight module with level k and highest weight

α. Here and further U(X) denotes the universal enveloping algebra for a Lie algebra X.

We consider the case k 6= 0. In this case we see that Mh(k, α) ' Mh(1, α) by changing

〈·, ·〉 by 〈·, ·〉/k. It is easy to prove that Mh(1, α) is an irreducible ĥ-module.

Let {h1, . . . , hdim h} be a linear basis of h and {h1, · · · , hdim h} its dual basis. We show

that Mh(1, 0) has a structure of a simple VOA and Mh(1, α) are irreducible Mh(1, 0)-

modules. For a ∈ h, let us write a(m) = tm⊗ a and set a(z) =
∑

n∈Z a(n)z−n−1. Note

that we have a relation

(z1 − z2)
2a(z1)b(z2)− (−z2 + z1)

2b(z2)a(z1) = 0
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for any a, b ∈ h, and Mh(k, α) has a linear basis

{hi1(−n1) · · ·hir(−nr)eα | n1 ≥ n2 ≥ · · · ≥ nr ≥ 0, r ∈ N}.

Using the above basis, we define a vertex operator on Mh(1, α) for each element in Mh(1, 0).

First, we set YM(1,α)(e
0, z) := idM(1,α), and inductively we define

YMh(1,α)(a(m)x, z)

:= Resz0{(z0 − z)ma(z0)YMh(1,α)(x, z)− (−z + z0)
mYMh(1,α)(x, z)a(z0)}

for x ∈ Mh(1, 0). Put 1l = e0 and

ω =
1

2

dim h∑
i=1

hi(−1)hi(−1)e0.

Then (Mh(1, 0), YMh(1,0)(·, z), 1l, ω) has a structure of a simple VOA with central charge

dim h, and (Mh(1, α), YMh(1,α)(·, z)) are inequivalent irreducible Mh(1, 0)-modules for all

α ∈ h. A VOA Mh(1, 0) is called the free bosonic VOA and one of the simplest exam-

ples of VOAs. It is not difficult to check that L(0) acts on hi1(−n1) · · ·hir(−nr)e
α as a

scalar n1 + · · · + nr + 〈α, α〉/2. Thus we have a weight space decomposition Mh(1, α) =

⊕n≥0Mh(1, α)n+〈α,α〉/2 with a q-character

q−dim h/24chMh(1,α)(q) = q〈α,α〉/2 · η(q)− dim h,

where η(q) denotes the Dedekind eta function q1/24
∏

n≥1(1− qn).

Since a free bosonic VOA contains a Heisenberg subalgebra, its representation theory

is well-known:

Theorem 2.6.1. ([FLM, Theorem 1.7.2 and 1.7.3]) Every irreducible N-graded Mh(1, 0)-

module is isomorphic to Mh(1, α) for some α ∈ h, and an N-graded Mh(1, 0)-module W

has a structure

W ' Mh(1, 0)⊗ΩW with ΩW := {v ∈ W | ĥ+ · v = 0}.

A module W is completely reducible if and only if ĥ0 acts on W semisimply.

Later, we will show that all modules Mh(1, α) are deformations of the 0-sector Mh(1, 0)

by using semisimple primary vectors, and based on this fact we can also prove the fusion

rules Mh(1, α)×Mh(1, β) = Mh(1, α + β) for any α, β ∈ h.
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2.6.2 Lattice VOA

Let L be an integral lattice with a symmetric positive definite bilinear form 〈·, ·〉. Then

by using its complexification h = C⊗Z L we can construct a free bosonic VOA Mh(1, 0)

and its irreducible modules Mh(1, α), α ∈ L. We can define a VOA-structure on VL :=

⊕α∈LMh(1, α). Before we define the vertex operator map on it, we have to construct a

central extension of an abelian group L. It is shown in [FLM] that there is a unique

central extension up to equivalence

1 → Z2 = 〈κ | κ2 = 1〉 → L̂ = {κieα | α ∈ L, i = 0, 1} → L → 1

such that eα · eβ = κ〈α,β〉+〈α,α〉·〈β,β〉eβ · eα, where eα ∈ L̂ is a section of α ∈ L. It is

convenient to introduce a notation C{L} := C[L̂]/(κ+1)C[L̂] ' SpanC{eα | α ∈ L}. Now

we identify the highest weight vector eα ∈ Mh(1, α) with an element eα ∈ C{L} for each

α ∈ L. Let {α1, . . . , αrank(L)} be a Z-basis of L and {α1, . . . , αrank(L)} its dual basis in h.

Then VL has the following linear basis

{αi1(−n1)αi2(−n2) · · ·αir(−nr)⊗ eβ | n1 ≥ n2 ≥ · · · ≥ nr ≥ 0, r ∈ N, β ∈ L}
because VL is isomorphic to Mh(1, 0)⊗C{L} as a vector space. For α ∈ h, we define

E±(α, z) := exp

( ∞∑
n=1

α(±n)

±n
z∓n

)
.

Then we define the vertex operator map YVL
(·, z) on VL ' Mh(1, 0)⊗C{L} by

YVL
(eβ, z) := E−(−β, z)E+(−β, z)(1⊗ ad eβ)zβ(0),

for β ∈ L, where ad eβ is a left multiplication of eβ on C{L}. Note that we have a relation

(z1−z2)
−〈α,β〉YVL

(eα, z1)YVL
(eβ, z2)−(−1)〈α,α〉·〈β,β〉(−z2+z1)

−〈α,β〉YVL
(eβ, z2)YVL

(eα, z1) = 0

for α, β ∈ L. Then inductively we define

YVL
(a(m)x, z) := Resz0{(z0 − z)ma(z0)YVL

(x, z)− (−z + z0)
mYVL

(x, z)a(z0)}

for α ∈ h and x ∈ VL, where α(z) =
∑

n∈Z α(n)z−n−1. Then it is shown in [FLM] that

the quadruple (VL, YVL
(·, z), 1l, ω), where 1l and ω are the vacuum vector and the Virasoro

vector of Mh(1, 0) ⊂ VL, respectively, has a structure of a simple SVOA, and if (L, 〈·, ·〉)
is an even lattice, then VL is a simple VOA.

All irreducible VL-modules are classified in [D1] and are in one-to-one correspondence

with the quotient space L◦/L, where L◦ := {v ∈ Q⊗Z L | 〈v, L〉 ∈ Z} is the dual lattice

of L. More precisely, for a coset λ + L ∈ L◦/L, we can find a VL-module structure on

VL+λ = ⊕α∈L+λMh(1, α).
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Later we will prove this fact by using Li’s method. The q-character of VL+λ is given by

q−rank(L)/24chVL+λ
(q) =

∑

α∈L+λ

q〈α,α〉/2 · η(q)−rank(L) = θL+λ(q)/η(q)rank(L),

where θL+λ(q) =
∑

α∈L+λ q〈α,α〉/2 is a theta series on L + λ.

2.6.3 Affine VOA

Let g be a finite dimensional simple Lie algebra over C with an invariant bilinear form

〈·, ·〉, and let h be a Cartan subalgebra of g. We normalize 〈·, ·〉 such that 〈θ, θ〉 = 2 for

the highest root θ†. Let ĝ = C[t, t−1]⊗ g⊕ Cc be its affinization, where its Lie bracket is

given as follows:

[tm⊗ a, tn⊗ b] := tm+n⊗[a, b] + δm+n,0〈a, b〉c for a, b ∈ g, [ĝ, c] = 0.

Set ĝ± := ⊕n>0Ct±n⊗ g and ĝ0 := 1⊗ g⊕ Cc. We identify g with 1⊗ g ⊂ ĝ0. Let λ ∈ h∗

and M(λ) a highest weight g-module with highest weight λ. By letting ĝ+ act on M(λ)

trivially and c act on it as a scalar ` ∈ C, we may view M(λ) as a (ĝ0 + ĝ+)-module. Then

we obtain a Verma module or a highest weight module for ĝ of level ` as follows:

Mg(`, λ) := Ind
U(ĝ)
U(ĝ0+ĝ+)M(λ) = U(ĝ) ⊗

U(ĝ0+ĝ+)
M(λ).

We show that there is a natural VOA structure on Mg(`, 0) if ` 6= h∨, where h∨ is the

dual Coxeter number of g. Let {a1, . . . , adim g} be a linear basis of g and {a1, . . . , adim g}
its dual basis. Let M(0) = Cv0. For a ∈ g we denote tn⊗ a by a(n), and define a(z) =∑

n∈Z a(n)z−n−1. Note that we have a relation

(z1 − z2)
2a(z1)b(z2)− (−z2 + z1)

2b(z2)a(z1) = 0

for a, b ∈ g, and Mg(`, 0) has a following linear basis:

{ai1(−n1) · · · air(−nr)v
0 | n1 ≥ · · · ≥ nr > 0}.

We define a vertex operator map Y (·, z) on Mg(`, 0) as follows. First, we set Y (v0, z) =

idMg(`,0) and inductively we define

Y (a(n)x, z) = Resz0{(z0 − z)na(z0)Y (x, z)− (−z + z0)
nY (x, z)a(z0)}

for a ∈ g, n ∈ Z and x ∈ Mg(`, 0). Put 1l = v0 and

ω =
1

2(` + h∨)

dim g∑
i=1

ai(−1)ai(−1)v0 ∈ Mg(`, 0).

†Then the Killing form on g is given by 2h∨〈·, ·〉, where h∨ is the dual Coxeter number of g.
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Then it is shown in [FZ] that the quadruple (Mg(`, 0), Y (·, z), 1l, ω) satisfies all the axioms

for a vertex operator algebra with central charge ` dim g/(` + h∨). Moreover, if ` 6= 0,

then for any ideal I of Mg(`, 0) the quotient ĝ-module Mg(`, 0)/I also becomes a VOA.

In particular, the unique irreducible quotient Lg(`, 0) has a structure of a simple VOA.

This VOA is often called the affine VOA associated to a Lie algebra g.

By defining vertex operator map by a similar way, we can also verify that every highest

weight ĝ-module Mg(`, λ), λ ∈ h∗, becomes an Mg(`, 0)-module. However, not all of them

become modules for the affine VOA Lg(`, 0) in general. For example, if ` is a positive

integer, then it is shown in [FZ] and [Li1] that only the integrable ĝ-modules afford

Lg(`, 0)-module structures.

2.6.4 Virasoro VOA

Let Vir = ⊕n∈ZCL(n)⊕Cc be the Virasoro algebra with the following defining relations:

[L(m), L(n)] = (m− n)L(m + n) + δm+n,0
m3 −m

12
c, [Vir, c] = 0.

Set Vir± := ⊕n>0CL(±n) and Vir0 := CL(0)⊕ Cc. Then we obtain a triangular decom-

position Vir = Vir+ ⊕Vir0 ⊕Vir− so that we can consider highest weight modules. Take

any c, h ∈ C, and define a semisimple Vir0-module Cv(c,h) by L(0)v(c,h) = h · v(c,h) and

cv(c,h) = c · v(c,h). By letting Vir+ act on Cv(c,h) trivially, we may consider Cv(c,h) as a

(Vir0 + Vir+)-module. Then a Verma module or a highest weight module of the Virasoro

algebra with central charge c and highest weight h is defined as

MVir(c, h) := Ind
U(Vir)

U(Vir0+Vir+)
Cv(c,h) = U(Vir) ⊗

U(Vir0+Vir+)
Cv(c,h).

By the famous PBW theorem, MVir(c, h) has a linear basis

{L(−n1) · · ·L(−nk)v(c,h) | n1 ≥ · · · ≥ nk > 0, k ∈ Z}.

One can easily check that

L(0) · L(−n1) · · ·L(−nk)v(c,h) = (n1 + · · ·+ nk + h) · L(−n1) · · ·L(−nk)v(c,h)

so that we have a q-character chMVir(c,h) = qh/η(q). One can also verify that MVir(c, h)

affords a unique symmetric invariant bilinear form 〈·, ·〉 up to linearity, where the term

“invariance” means

〈L(n)a, b〉 = 〈a, L(−n)b〉 for any a, b ∈ MVir(c, h) and n ∈ Z.
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The kernel of the above bilinear form is a unique maximal ideal of MVir(c, h), and is often

denoted by J(c, h). Then the quotient Vir-module LVir(c, h) := MVir(c, h)/J(c, h) is a

unique irreducible highest weight module with central charge c and highest weight h.

Structures of Verma modules MVir(c, h) have been studied so well and it is important

to study singular vectors in MVir(c, h). A singular vector of MVir(c, h) is a vector w such

that L(n)w = 0 for all n ≥ 0. By the commutator formula, a vector u ∈ MVir(c, h) is

singular if and only if L(1)u = L(2)u = 0. We may assume that every singular vector is

homogeneous with respect to the action of L(0). It is obvious that every singular vector

u is contained in J(c, h) if u 6∈ Cv(c,h). In particular, the irreducible quotient LVir(c, h)

contains no singular vector but the highest weight vectors Cv(c,h).

Let us consider MVir(c, 0), a Verma module with highest weight 0. In this case we al-

ways have a singular vector L(−1)v(c,0) of weight 1 for every c ∈ C. By the PBW theorem,

we know that the subalgebra of MVir(c, 0) generated over L(−1)v(c,0) is isomorphic to a

Verma module MVir(c, 1). So we obtain a quotient module MVir(c, 0)/MVir(c, 1). Denote

by 1l the image of v(c,0) in this quotient. Then we have a relation L(−1)1l = 0. Now let us

consider a generating series ω(z) :=
∑

n∈Z L(n)z−n−2 of operators on MVir(c, 0)/MVir(c, 1).

By direct computation, we can show (z1 − z2)
4[ω(z1), ω(z2)] = 0. Then by a theory of

local systems, we can prove that MVir(c, 0)/MVir(c, 1) has a unique vertex operator map

Y (·, z) such that 1l is the vacuum vector and ω = L(−2)1l is the Virasoro vector such that

Y (L(−2)1l, z) = ω(z). The VOA (MVir(c, 0)/MVir(c, 1), Y (·, z), 1l, ω) is called the Virasoro

VOA.

The structure of the Virasoro VOAs are deeply related to the structure of Verma

modules, and the following fact is known (cf. [FF], see also [Ast]):

Proposition 2.6.2. ([FF]) For coprime integers p, q ≥ 2, set cp,q = 1 − 6(p − q)2/pq.

Then (i) J(c, 0) is generated by the singular vector L(−1)v(c,0) if c 6= cp,q; (ii) J(cp,q, 0)

is generated by two singular vector. One of them is L(−1)v(c,0). The other is denoted by

wp,q whose weight is (p − 1)(q − 1) and the monomial having maximal length in wp,q is

L(−2)(p−1)(q−1)/2v(c,0).

By this fact, the Virasoro VOAs with central charge cp,q have a special importance.

The irreducible quotient LVir(cp,q, 0) are simple VOAs and called the minimal series or

the BPZ series of the Virasoro VOAs. About this series, the following fact is known:

Theorem 2.6.3. ([Wan]) For coprime integers p, q ≥ 2, set

hp,q
r,s :=

(sp− rq)2 − (p− q)2

4pq
. (2.6.1)

Then every irreducible LVir(cp,q, 0)-module is isomorphic to LVir(cp,q, h
p,q
r,s) for some 1 ≤

r ≤ p− 1 and 1 ≤ s ≤ q− 1. Moreover, every LVir(cp,q, 0)-module is completely reducible.
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In this article, the case p = m + 2 and q = m + 3, m = 0, 1, 2, . . . , are extremely

significant. Set cm := cm+2,m+3 = 1− 6/(m + 2)(m + 3) and h
(m)
r,s := hm+2,m+3

r,s for m ∈ N,

1 ≤ r ≤ m + 1 and 1 ≤ s ≤ m + 2. Then it is shown in [FQS] [GKO] [KR] that the

irreducible quotient L(cm, h
(m)
r,s ) affords a non-trivial unitary invariant bilinear form. So

L(cm, 0), m = 1, 2, · · · , are called the unitary series of the Virasoro VOA.
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Chapter 3

Fundamental Topics

This chapter is devoted to present fundamental results on vertex operator algebras.

3.1 Simple VOAs

In this section we enjoy some properties of vertex operators. We will see that a simple

vertex operator algebra has an aspect of a commutative associative algebra or sometimes

a division ring.

Let (V, Y (·, z), 1l, ω) be a vertex operator algebra. A V -module is said to be irreducible

if it has no non-trivial proper submodule. A VOA is said to be simple if it has no non-

trivial proper ideal, or equivalently, if the adjoint module is irreducible. We should note

that a left or a right ideal of a vertex operator algebra is also a two-sided ideal by the

skew-symmetry.

For a subset A of V and that B of M , we define

A ·B := SpanC{a(n)b | a ∈ A, b ∈ B, n ∈ Z}.
The following simple lemma will be used frequently.

Lemma 3.1.1. Let M be an N-graded V -module. Let A1, A2 be subsets of V and B a

subset of M . Then A1 · (A2 ·B) ⊂ (A1 ·A2) ·B. In particular, V · v is a submodule of M

for each v ∈ M .

Proof: Use the associativity (2.3.2).

For an L(0)-homogeneous a ∈ V , we define o(a) := a(wt(a)−1) and extend linearly on

V . The operator o(a) is called a zero-mode of a and preserves every graded piece of an

N-graded module. As a corollary of Lemma 3.1.1, we have

Corollary 3.1.2. Let M = ⊕n∈NM(n) be an irreducible N-graded V -module. Then

M(n) = SpanC{o(a)v | a ∈ V } for each 0 6= v ∈ M(n). In particular, M has a countable

dimension.

23
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The following lemma is a generalization of Schur’s lemma.

Lemma 3.1.3. Let A be an associative algebra over C and M an irreducible A-module

with countable dimension. Then EndA(M) = C.

Proof: Let ϕ ∈ EndA(M). We may assume ϕ 6= 0. First, we show that there is

a scalar α ∈ C such that ϕ − α is not invertible on M . Assume false. Then ϕ − α

is invertible for all α ∈ C. Then f(ϕ) is also invertible for any f(x) ∈ C[x] and so

f(ϕ)−1 is well-defined element in EndA(M). Take a non-zero element v ∈ M and fix it.

Then a mapping C(x) 3 f(x)/g(x) 7→ f(ϕ) · g(ϕ)−1 · v ∈ M is well-defined and so we

obtain a C-linear homomorphism from C(x) to M . Since ϕ − α is invertible for all α,

this homomorphism must be injective, which contradicts to the assumption that M is

countable dimension. Thus we can take an α0 ∈ C such that ϕ − α0 is not invertible.

Then at least one of the spaces Ker(ϕ− α0) or Im(ϕ− α0) is a proper subspace of M . If

Ker(ϕ − α0) 6= 0, then Ker(ϕ − α0) = M by the irreducibility and we are done. So we

assume that Ker(ϕ − α0) = 0 and Im(ϕ − α0) 6= 0. Then again by the irreducibility we

have Im(ϕ − α0) = M which means that ϕ − α0 is surjective. In this case we can also

verify that ϕ− α0 is injective and hence invertible, which contradicts to the choice of α0.

Thus ϕ = α0 ∈ C.

Corollary 3.1.4. Every irreducible N-graded V -module has a L(0)-weight space decom-

position.

Proof: Let M = ⊕n∈NM(n) be an irreducible N-graded V -module with M(0) 6= 0.

Then by Corollary 3.1.2 M(0) = SpanC{o(a)v | a ∈ V } with a non-zero v ∈ M(0). By

the Jacobi identity, we have the following commutator formula:

[a(m), b(n)] =
∞∑
i=0

(
m

i

)
(a(i)b)(m+n−i)

for any a, b ∈ V . By substituting L(0) = ω(1) into the above equality, we obtain

[L(0), a(m)] = (wt(a)−m− 1)a(m).

In particular, we have [L(0), o(a)] = [ω(1), a(wt(a)−1)] = 0. Then there is an h ∈ C such

that L(0) acts on M(0) as a scalar h by Lemma 3.1.3. Since M = V · v, M(n) =

SpanC{a(wt(a)−1−n)v | a ∈ V }. Then L(0) acts on M(n) as a scalar n + h.

Proposition 3.1.5. ([DL]) Let M i, i = 1, 2, 3, be V -modules and I(·, z) a V -intertwining

operator of type M1×M2 → M3. Assume that there are subsets Si ⊂ M i for i = 1, 2 such

that I(s1, z)s2 = 0 for any s1 ∈ S1 and s2 ∈ S2. If M i has no proper submodule containing

Si for i = 1, 2, then I(·, z) = 0. In particular, if both M1 and M2 are irreducible, then

I(u, z)v = 0 for some non-zero u ∈ M1, v ∈ M2 implies I(·, z) = 0.
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Proof: Let s1 ∈ S1 and s2 ∈ S2. By assumption, we have Y (a, z1)I(s1, z2)s
2 =

0 for any a ∈ V . Then by the commutativity there is an N > 0 such that (z1 −
z2)

NI(s1, z2)Y (a, z1) = (z1 − z2)
NY (a, z1)I(s1, z2)s

2 = 0. Since there are finite nega-

tive powers of z1 in I(s1, z2)Y (a, z1)s
2, we have I(s1, z2)Y (a, z1)s

2 = 0 for any a ∈ V .

Then by the Jacobi identity we have

I(a(n)s
1, z)s2 = Resz0{(z0 − z)nY (a, z0)I(s1, z)− (−z + z0)

nI(s1, z)Y (a, z0)}s2 = 0,

and hence I1(M1, z)S2 = 0. Then by the commutator formula:

[a(n), I(u, z)] =
∞∑
i=0

(
n

i

)
zn−iI(a(i)u, z)

we have I(u, z)a(n)s
2 = a(n)I(u, z)s2 − [a(n), I(u, z)]s2 = 0 for any a ∈ V and n ∈ Z.

Therefore, I(M1, z)M2 = 0 and hence I(·, z) = 0.

Corollary 3.1.6. Let V be a simple VOA.

(1) For any a, b ∈ V , Y (a, z)b = 0 implies a = 0 or b = 0.

(2) Let W be an irreducible V -module. Then for non-zero a1, . . . , ak ∈ V and linearly

independent w1, . . . , wk ∈ W ,
∑k

i=1 Y (ai, z)wi 6= 0.

(3) Let W be a V -module. Then Y (a, z)w = 0 implies a = 0 or w = 0.

Proof: (1) is clear from Proposition 3.1.5. Consider (2). If
∑

i Y (ai, z)wi = 0,

then we can show that
∑

i Y (ai, z)Y (b1, z1)w
i = 0 for any b1 ∈ V by a similar argument

used in the proof of Proposition 3.1.5. Thus
∑

i Y (ai, z)Y (bn, zn) · · ·Y (b1, z1)w
i = 0 for

b1, . . . , bn ∈ V . Since wi are linearly independent in W and C is algebraically closed, we

are reduced to the case i = 1 by the density theorem. This gives a contradiction and the

assertion holds.

Now consider (3). Assume that a 6= 0 and w 6= 0. We may assume that W = V · w.

We can take a maximal submodule U of W which does not contain w by Zorn’s lemma.

Then the quotient W/U is an irreducible V -module and a relation Y (a, z)w = 0 in W

yields a contradiction.

3.2 A theory of local systems

In this section we review a theory of local systems in [Li1] [Li2] and their close relations

to a theory of vertex operator algebras.

Let M = M0 ⊕ M1 be a Z2-graded vector space. Then End(M) = (End(M))0 ⊕
(End(M))1 is also Z2-graded vector space where

(End(M))0 = {a ∈ End(M) | aM i ⊆ M i for i = 0, 1},
(End(M))1 = {a ∈ End(M) | aM0 ⊆ M1, aM1 ⊆ M0}.
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Furthermore,

End(M)[[z, z−1]] = (End(M))0[[z, z−1]]⊕ (End(M))1[[z, z−1]]

is also a Z2-graded vector space. It is clear that the derivative operator ∂z := d/dz is an

endomorphism of (End(M))[[z, z−1]] preserving the Z2-grading.

Definition 3.2.1. Let M be a Z2-graded space and ∂M a Z2-homogeneous endomorphism

on M . A field on (M, ∂M) is a formal series a(z) =
∑

n∈Z anz−n−1 ∈ End(M)[[z, z−1]] such

that a(z)v ∈ M((z)) for any u ∈ M and [∂M , a(z)] = ∂za(z). We denote by F(M, ∂M)

the space of all fields on (M, ∂M).

It is obvious that F(M, ∂M) has a Z2-grading F(M,∂M)0 ⊕ F(M, ∂M)1 and ∂z is a

Z2-homogeneous endomorphism of F(M, ∂M). The space F(M, ∂M) has the following

algebraic operations:

Lemma 3.2.2. Let a(z), b(z) be Z2-homogeneous elements in F(M,∂M). Then

a(z) ◦n b(z) := Resz0{(z0 − z)na(z0)b(z)− (−1)ε(a(z),b(z))(−z + z0)
nb(z)a(z0)} (3.2.1)

is also a Z2-homogeneous field on (M,∂M) for all n ∈ Z. If a(z) ∈ F(M, ∂M)i and

b(z) ∈ F(M,∂M)j, where i, j ∈ Z2, then a(z) ◦n b(z) ∈ F(M, ∂M)i+j, that is, ◦n is a

Z2-graded operation on F(M,∂M).

Proof: An easy exercise.

The product ◦n in F(M,∂M) is called the n-th normal ordered product. For Z2-

homogeneous a(z), b(z) ∈ F(M,∂M), we define

Y (a(z), z0)b(z) :=
∑

n∈Z
a(z) ◦n b(z)z−n−1

0

= Resz1

{
z−1
0 δ

(
z1 − z

z0

)
a(z1)b(z)− (−1)ε(a,b)z−1

0 δ

(−z + z1

z0

)
b(z)a(z1)

}
,

and extend linearly on F(M, ∂M). Then we obtain a linear map

Y (·, z) : F(M,∂M)⊗F(M, ∂M) 7→ F(M, ∂M)((z)).

Lemma 3.2.3. Let a(z) ∈ F(M, ∂M). Then we have

(1) Y (I(z), z0)a(z) = a(z) and Y (a(z), z0)I(z) = ez0∂z0a(z) = a(z + z0), where I(z) :=

idM ∈ F(M, ∂M)0.

(2) Y (∂za(z), z0) = [∂z, Y (a(z), z0)] = ∂z0Y (a(z), z0).
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Proof: See the proof of Lemma 3.1.6 and Lemma 3.1.7 of [Li1].

By this lemma, the space F(M, ∂M) together with Y (·, z) has a similar structure to a

vertex superalgebra. However, the most important axiom, the commutativity, is lacked.

So we have to consider suitable subspaces of F(M, ∂M) to find vertex algebra structures.

Definition 3.2.4. Two Z2-homogeneous fields a(z), b(z) ∈ F(M,∂M) are said to be

mutually local or simply local if there is an integer N such that

(z1 − z2)
na(z1)b(z2)− (−1)ε(a,b)(−z2 + z1)

nb(z2)a(z1) = 0

for all n ≥ N . Among such N , the minimum one is called the order of locality of a(z) and

b(z) and denoted by N(a, b). A Z2-graded subspace of F(M, ∂M) is called local if any two

Z2-homogeneous fields in it are mutually local. A local system on (M, ∂M) is a maximal

local subspace of F(M,∂M).

Remark 3.2.5. By the maximality, every local system on (M, ∂M) contains the identity

field I(z) = idM .

Remark 3.2.6. If (V, Y (·, z), 1l, ω) is a vertex operator superalgebra and (M,YM(·, z)) is a

V -module, then the space {YM(a, z) | a ∈ V } is a local subspace of F(M,L(−1)).

Lemma 3.2.7. If fields a(z) and b(z) are mutually local, then so are a(z) and ∂zb(z).

Proof: Let N be the order of locality between a(z) and b(z). Then

(z1 − z2)
N+1a(z1)b(z2)− (−1)ε(a,b)(−z2 + z1)

N+1b(z2)a(z1) = 0.

Differentiating the above with respect to z2, we obtain

(z1 − z2)
N+1a(z1)∂z2b(z2)− (−1)ε(a,b)(−z2 + z1)

N+1∂z2b(z2)a(z1) = 0.

The following famous lemma is known as Dong’s lemma.

Lemma 3.2.8. Let a(z), b(z), c(z) be Z2-homogeneous mutually local fields. Then a(z) ◦n

b(z) and c(z) are also mutually local for all n ∈ Z. The order of locality is bounded as

follows:

N(a ◦n b, c) ≤



|N(a, b)|+ |N(b, c)|+ |N(c, a)| if n ≥ 0,

|N(a, b)|+ |N(b, c)|+ |N(c, a)| − n if n < 0.

Proof: See, for example, the proof of Proposition 3.2.7 of [Li1].

Proposition 3.2.9. Let V be a local system of fields on (M,∂M). Then for any a(z) and

b(z) in V , Y (a(z), z0) and Y (b(z), z0) are mutually local fields on (V, ∂z0).
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Proof: See the proof of Proposition 3.2.9 of [Li1].

By this proposition, the vertex operator map Y (·, z) defines a vertex superalgebra

structure on every local system.

Theorem 3.2.10. Let (M, ∂M) be a Z2-graded space with a Z2-homogeneous endomor-

phism ∂M , and let V be a local system of fields on (M, ∂M). Then (V, Y (·, z), I(z), ∂z) is

a vertex superalgebra and M is a V -module.

Corollary 3.2.11. Let (M,∂M) be a Z2-graded space with a Z2-homogeneous endomor-

phism ∂M , and let S be a set of mutually local fields on (M, ∂M). Let A be a local system

on (M,∂M) containing S. Then the subspace generated by S and I(·, z) under the normal

ordered products forms a vertex superalgebra in A with M as a module.

The following theorem enable us to adopt another definition of a vertex algebra.

Theorem 3.2.12. Let V be a vertex superalgebra. Then to give a V -module (M,∂M) is

equivalent to give a vertex superalgebra homomorphism from V to some local system of

fields on (M, ∂M).

Proof: See the proof of Proposition 3.2.13 of [Li1].

By this theorem, we may adopt the following definition of a vertex superalgebra:

”A vertex superalgebra V is a subspace of fields F(M, ∂M) on a Z2-graded

vector space (M, ∂M) such that (i) any two fields in V are local; (ii) V ◦nV ⊂ V

for all n ∈ Z; (iii) 1l ∈ V .”

(We do not have to assume that fields in V are closed under ∂z as a(z) ◦−2 1l = ∂za(z).)

Actually, if V is a vertex superalgebra, then the subspace {Y (a, z) | a ∈ V } of fields on

(V, ∂V ) satisfies all the conditions above. On the other hand, if V is a vertex superalgebra

in the above sense, then by the 1:1 state-field correspondence a(z) ∈ V ←→ Y (a(z), z0) ∈
F(V, ∂z), V carries a structure of an axiomatic vertex superalgebra.

Uniqueness Theorem. The following theorem is extremely useful in identifying a field

with one of the fields of a vertex operator algebra.

Theorem 3.2.13. ([G][K]) Let V be a vertex superalgebra and let t(z) be a field on V

which is mutually local with all the fields Y (a, z), a ∈ V . Suppose that t(z)1l = ez∂V b for

some b ∈ V . Then t(z) = Y (b, z).

Proof: Since the derivation ∂V does not change the Z2-parity, we note that ε(t, a) =

ε(b, a) for any a ∈ V . By the assumption of locality we have:

(z1 − z2)
N t(z1)Y (a, z2)1l = (−1)ε(t,a)(−z2 + z1)

NY (a, z2)t(z1)1l
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for sufficient large N > 0. Since Y (a, z)1l = ez∂V a, we obtain:

(z1 − z2)
N t(z1)e

z2∂V a = (−1)ε(t,a)Y (a, z2)e
z1∂V b = (−1)ε(t,a)Y (a, z2)Y (b, z1)1l.

By taking sufficiently large N , we get

(z1 − z2)
N t(z1)Y (a, z2)1l = (−1)ε(t,a)Y (a, z2)Y (b, z1)1l = (−1)ε(t,a)Y (b, z1)Y (a, z2)1l.

Letting z2 = 0 and dividing by zN
1 , we get t(z)a = Y (b, z)a for any a ∈ V .

Existence Theorem. The following theorem allows one to construct vertex superalge-

bras.

Theorem 3.2.14. (Theorem 4.5 of [K]) Let V be a vector superspace, let 1l be an even

vector of V and ∂V an even endomorphism of V . Let {aα(z) =
∑

n∈Z aα
(n)z

−n−1}α∈I be a

collection of Z2-homogeneous fields on V such that

(i) [∂V , aα(z)] = ∂za
α(z) for all α ∈ I,

(ii) ∂V 1l = 0, aα(z)1l = aα
(−1)1l, α ∈ I, where the aα

(−1)1l are linearly independent in V ,

(iii) aα(z) and aβ(z), α, β ∈ I, are mutually local,

(iv) the vectors aα1

(j1) · · · aαn

(jn)1l, jk ∈ Z, n ≥ 0, span V .

Then the formula

YV (aα1

(j1) · · · aαn

(jn)1l, z) := aα1(z) ◦j1 YV (aα2

(j2) · · · aαn

(jn)1l, z) (3.2.2)

defines a unique structure of a vertex superalgebra on V such that 1l is the vacuum vector,

∂V is the derivation and Y (aα
(−1)1l, z) = aα(z) for all α ∈ I.

Proof: Choose a basis among the vectors of the form (iv) and define the vertex

operator Y (a, z) by formula (3.2.2). By (iii) and Dong’s lemma, the locality axioms hold.

Therefore, V has a structure of a vertex superalgebra which depends on a choice of linear

basis of V at now. If we choose another basis among the monomials (iv) we get possibly

different structure of a vertex superalgebra on V , which we denote by Y ′(·, z). But all the

fields of this new structure are mutually local with those of the old structure and satisfy

Y ′(a, z)1l = ez∂V a. Then by Theorem 3.2.13 it follows that these vertex superalgebra

structure coincide. Thus (3.2.2) is well-defined and we obtain the uniqueness of the

structure.

3.3 Free vertex algebras

In the previous section, we have seen that a vertex algebra is essentially a space of mutually

local fields on a vector space. We also know that the Jacobi identity, the main axiom of
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a vertex algebra, is equivalent to the commutativity of vertex operators or in other words

the locality of fields. By these facts, it is a quiet natural problem to construct a vertex

algebra from a set of generators and a locality function among them. More precisely, we

would like to construct a universal vertex algebra which is determined only by generators

and their locality, that is, it has only the minimum relation to be a vertex algebra and

thus shall have a universal property. Such a vertex algebra is called a free vertex algebra

and studied by Roitman [R1] [R2]. In this section we give a construction of free vertex

algebras as an application of a theory of local systems.

First, let us consider locality functions. Let (V = V 0 ⊕ V 1, Y (·, z), 1l, ∂) be a ver-

tex operator superalgebra. For any Z2-homogeneous a, b ∈ V , denote by N(a, b) the

order of locality between Y (a, z) and Y (b, z). Then we have (z1 − z2)
nY (a, z1)Y (b, z2)−

(−1)ε(a,b)(−z2 + z1)
nY (b, z2)Y (a, z1) = 0 for n ≥ N(a, b). Then by the Jacobi identity we

have

Y (a(n)b, z2) = Resz0z
n
0 Y (Y (a, z0)b, z2)

= Resz0Resz1z
n
0 z−1

1 δ

(
z2 + z0

z1

)
Y (Y (a, z0)b, z2)

= Resz0Resz1z
n
0

{
z−1
0 δ

(
z1 − z2

z0

)
Y (a, z1)Y (b, z2)

− (−1)ε(a,b)z−1
0 δ

(−z2 + z1

z0

)
Y (b, z2)Y (a, z1)

}

= Resz1

{
(z1 − z2)

nY (a, z1)Y (b, z2)− (−1)ε(a,b)(−z2 + z1)
nY (b, z2)Y (a, z1)

}

= 0

for n ≥ N(a, b). Applying the above to the vacuum, we obtain a(n)b = 0 for n ≥
N(a, b). Conversely, if a(n)b = 0 for all n ≥ N , then one can similarly show that (z1 −
z2)

NY (a, z1)Y (b, z2)−(−1)ε(a,b)(−z2+z1)
NY (b, z2)Y (a, z1) = 0. Thus the order of locality

is the minimum N such that a(n)b = 0 for all n ≥ N . By the skew-symmetry Y (a, z)b =

(−1)ε(a,b)ez∂Y (b,−z)a, one can easily see that N(a, b) = N(b, a). This observation lead

us to the following fact.

Lemma 3.3.1. Let a ∈ V be Z2-homogeneous. Then a ∈ V 0 if and only if N(a, a) is

even.

Proof: By definition of the locality, we have a(N(a,a)−1)a 6= 0. On the other hand,

the skew-symmetry implies

a(N(a,a)−1)a = (−1)ε(a,a)
∑
j≥0

(−1)N(a,a)+j

j!
∂ja(N(a,a)−1+j)a = (−1)N(a,a)+ε(a,a)a(N(a,a)−1)a.

Thus N(a, a) ≡ ε(a, a) mod 2.
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Now we start to give a construction of a free vertex algebra. Let B = B0 t B1

be a set of symbols, N : B × B → Z be a function such that N(a, a) ∈ 2Z for all

a ∈ B0 and N(a, a) ∈ 2Z + 1 for all a ∈ B1. Let A be an associative algebra gen-

erated by symbols {∂, a(n) | a ∈ B, n ∈ Z} with the relation [∂, a(n)] = −na(n −
1). Let 1l be a symbol and F a quotient A-module of a free A-module A · 1l factored

by a relation ∂1l = 0. Then F has a linear basis X = {a1(n1) · · · ak(nk)1l | ai ∈
B, ni ∈ Z, k ≥ 0}. We define a function N ′ : B × X → Z as follows. First, we set

N ′(a, 1l) = 0 for a ∈ B. Then for k ≥ 1 we inductively define N ′(a, a1(n1) · · · ak(nk)1l)

by |N(a, a1)| + N ′(a, a2(n2) · · · ak(nk)1l) + N ′(a1, a2(n2) · · · ak(nk)1l) if n1 ≥ 0, and by

|N(a, a1)| + N ′(a, a2(n2) · · · ak(nk)1l) + N ′(a1, a2(a2) · · · ak(nk)1l)− n1 if n1 < 0. Let I be

a left A-ideal of F generated by a(m)x, a ∈ B, x ∈ X and m ≥ N ′(a, x). For a ∈ B,

set a(z) :=
∑

n∈Z a(n)z−n−1. Then a(z), a ∈ B, are fields on (F/I, ∂). Let J be a left

A-ideal of F/I generated by coefficients of (z1 − z2)
N(a,b)a(z1)b(z2)v − (−1)ε(a,b)(−z2 +

z1)
N(a,b)b(z2)a(z1)v, a, b ∈ B and v ∈ F/I, and set F̄ := (F/I)/J . Then a(z), a ∈ B,

are mutually local fields on (F̄ , ∂) and hence they generate a vertex superalgebra. Then

by Theorem 3.2.14, we have a unique vertex superalgebra structure (F̄ , Y (·, z), 1̄l, ∂) such

that Y (a(−1)1l, z) = a(z) for a ∈ B, where x̄ denotes the image of an element x ∈ X in

F̄ .

To emphasize the generators and the locality function, we denote F̄ by FN(B) as in

[R1] [R2]. By our canonical construction, FN(B) has the following universal property:

Let V = V 0 ⊕ V 1 be a vertex superalgebra and S a subset of V 0 t V 1. Let NS be the

locality function on S. Then there exists a unique vertex superalgebra epimorphism from

FNS
(S) to a subalgebra of V generated by S. By this fact, FN(B) is called the free vertex

superalgebra defined by the set of generators B and the locality bound N . Note that the

order of locality between YFN (B)(a(−1)1l, z) and YFN (B)(b(−1)1l, z) for a, b ∈ B are less than

or equal to N(a, b), and we do not know whether it is exactly equal to N(a, b) at now. So

our construction determines only bounds for orders of locality. A precise description of

the order of locality is deeply studied by Roitman in [R1] and [R2].

3.4 Invariant bilinear form

Let (V, Y (·, z), 1l, ω) be a VOA and W = ⊕n∈NW (n) an N-graded V -module such that

each homogeneous component W (n) is of finite dimension. We set the restricted dual

of W by means of a direct sum W ∗ := ⊕n∈NW (n)∗. Since W (n) are finite dimensional,

we see that (W ∗)∗ is naturally isomorphic to W . In this section we define a V -module

structure on the dual space W ∗. Let 〈 · | · 〉 : W ∗ ×W → C be a canonical pairing. We
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define the adjoint vertex operator Y ∗
M(·, z) by

〈Y ∗
M(a, z)ν | w 〉 = 〈 ν | YM(ezL(1)(−z−2)L(0)a, z−1)w 〉 (3.4.1)

for a ∈ V , w ∈ W and ν ∈ W ∗. If we write Y ∗
M(a, z) =

∑
n∈Z a∗(n)z

−n−1, then

〈 a∗(n)ν | w 〉 =
∑
i≥0

(−1)wt(a)

i!

〈
ν | (L(1)ia)(2wt(a)−n−i−2)w

〉
. (3.4.2)

The following is proved in Theorem 5.2.1 of [FHL]:

Theorem 3.4.1. Let (W,YM(·, z)) be an N-graded V -module with finite dimensional ho-

mogeneous subspaces. Then (W ∗, Y ∗
M(·, z)) is also an N-graded V -module. Moreover,

(W ∗)∗ ' W as V -modules.

We call (W ∗, Y ∗
M(·, z)) the dual module of (M,YM(·, z)). The pairing has an invariant

property for the Virasoro algebra:

〈L(n)ν | w 〉 = 〈 ν | L(−n)w 〉.

If W has an L(0)-weight space decomposition W = ⊕n≥0Wn+h, then so does W ∗ =

⊕n≥0W
∗
n+h and by the above invariance we have 〈W ∗

m+h | Wn+h 〉 = 0 unless m = n.

If W ∗ ' W as a V -module, then such a module is called self dual. Clearly, a self dual

module has a V -invariant bilinear form on it. Now let us consider the case W = V . By

definition, an invariant bilinear form 〈 · | · 〉 on V is a bilinear form satisfying the following

property:

〈YV (a, z)b1 | b2 〉 = 〈 b1 | YV (ezL(1)(−z−2)L(0)a, z−1)b2 〉.
The existence of an invariant bilinear form is equivalent to the existence of a V -module

isomorphism from V ∗ to V . About this isomorphism, the following theorem has been

established in Theorem 3.1 of [Li3].

Theorem 3.4.2. The space of invariant bilinear forms on V is isomorphic to the space

(V0/L(1)V1)
∗ = HomC(V0/L(1)V1,C).

Proof: Let F be the space of invariant bilinear forms on V and 〈 · | · 〉 an element

in F . Take a, b ∈ V arbitrary. Then

〈 a | b 〉 = 〈 a(−1)1l | b 〉 = Reszz
−1〈YV (a, z)1l | b 〉

= Reszz
−1〈 1l | YV (ezL(1)(−z−2)L(0)a, z−1)b 〉.

Let Φ〈·|·〉 be a linear functional on V0 defined by Φ〈·|·〉(x) = 〈 1l | x 〉 for x ∈ V0. Then by

the above equality 〈 · | · 〉 is completely determined by Φ〈·|·〉. Since L(−1)1l = ω(0)1l = 0,
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we have Φ〈·|·〉(L(1)a) = 〈 1l | L(1)a 〉 = 〈L(−1)1l | a 〉 = 0 for any a ∈ V . Therefore,

L(1)V1 ⊂ KerV0Φ〈·|·〉 and so we may view Φ〈·|·〉 as a linear functional on V0/L(1)V1. Thus

we obtain a linear map Φ : F 3 〈·|·〉 7→ Φ〈·|·〉 ∈ HomC(V0/L(1)V1,C).

On the other hand, if f ∈ HomC(V0/L(1)V1,C), then we can regard f as an element

of V ∗ which vanishes on L(1)V1 and on Vn for all n 6= 0. Let 〈 · | · 〉 be a natural pairing

between V ∗ and V . For any a ∈ V , we have 〈L(−1)f | a 〉 = 〈 f | L(1)a 〉 = 0 and hence

L(−1)f = 0 in V ∗. Then the next lemma tells us that a linear map ψ : V 3 a 7→ a(−1)f ∈
V ∗ is a V -isomorphism. Namely, V as a V -module is isomorphic to V ∗. Thus, we obtain

a linear map Ψ : HomC(V0/L(1)V1,C) → F . One can easily verify that Ψ ◦ Φ = idF and

Φ ◦Ψ = idHomC(V0/L(1)V1,C). Thus F ' HomC(V0/L(1)V1,C).

In the proof above, we find a vector v in a module such that L(−1)v = 0. Such a

vector is often called a vacuum-like vector and has an important property.

Lemma 3.4.3. ([Li3, Proposition 3.3]) For a V -module M , set Mvac := {v ∈ M |
L(−1)v = 0}. Then

(i) For any v ∈ Mvac, YM(a, z)v = ezL(−1)a(−1)v for all a ∈ V . In particular, a(n)v = 0

for all n ≥ 0.

(ii) A linear map π : HomV (V, M) 3 φ 7→ φ(1l) ∈ Mvac is isomorphism. In particular,

V 3 a 7→ a(−1)v ∈ M defines an embedding of adjoint module V into M for each v ∈ Mvac.

Proof: (i): Let a ∈ V and v ∈ Mvac. Then there exists an N such that a(n)v = 0

for all n ≥ N and a(N−1)v 6= 0. If N > 0, then by [L(−1), a(n)] = −na(n−1), we have

0 = L(−1)a(N)v = [L(−1), a(N)]v + a(N)L(−1)v = −Na(N−1)v, and hence a(N−1)v = 0,

which is a contradiction. So a(n)v = 0 for n ≥ 0. The equality YM(a, z)v = ezL(−1)a(−1)v

will follow from (ii).

(ii): If φ ∈ HomV (V,M), then clearly φ(1l) ∈ Mvac. Let a, b ∈ V and u ∈ Mvac. Then

by (i)

(a(n)b)(−1)u =
∑
i≥0

(−1)i

(
n

i

)
{a(n−i)b(−1+i) − (−1)nb(n−1−i)a(i)}u = a(n)b(−1)u

and hence φu : V 3 a 7→ a(−1)u ∈ M is a V -homomorphism and π(φu) = φu(1l) = u. So π

is epimorphism. On the other hand, if π(φ) = 0, then φ(a) = φ(a(−1)1l) = a(−1)φ(1l) = 0

for all a ∈ V so that π is also injective. Thus π is an isomorphism.

Corollary 3.4.4. If V is a VOA of CFT-type and L(1)V1 = 0, then V has a unique

invariant bilinear form up to linearity.

Remark 3.4.5. By the corollary above, we can show that all of the examples, that is, the

free bosonic VOA Mh(1, 0), the lattice VOA VL, the affine VOA Lg(`, 0) and the Virasoro

VOA LVir(c, 0) have a unique invariant bilinear form up to linearity.



34 CHAPTER 3. FUNDAMENTAL TOPICS

The following are proved in [FHL] and [Li3].

Proposition 3.4.6. Let V be a VOA and M an N-graded V -module.

(1) ([FHL]) If V has an invariant bilinear form, then it is automatically symmetric.

(2) ([Li3]) If M is irreducible and has an invariant bilinear form, then it is either sym-

metric or skew-symmetric.

3.5 Zhu algebra

In this section we present a tool to study representations of a VOA, called the Zhu algebra.

There are many variants of Zhu algebras; Zhu algebra for twisted representation, Zhu

algebras for higher degrees, etc. Here we treat the most fundamental case. For references,

see [Z] [Wan] [DLM1] [DLM6] [DLM7] [MT] [Y1]. Let us consider a Zhu algebra for a

vertex operator superalgebra. Let V be an SVOA. For simplicity, we assume that V

is of CFT-type throughout this section. The following definition is due to Zhu [Z] and

Kac-Wang [KW].

Definition 3.5.1. We define the bilinear maps ∗ : V ⊗V → V and ◦ : V ⊗V → V as

follows:

a ∗ b :=





ReszY (a, z)
(1 + z)wt(a)

z
b if a ∈ V 0,

0 if a ∈ V 1,

a ◦ b :=





ReszY (a, z)
(1 + z)wt(a)

z2
b if a ∈ V 0,

ReszY (a, z)
(1 + z)wt(a)− 1

2

z
b if a ∈ V 1.

Extend to V ⊗V linearly, denote by O(V ) ⊂ V the linear span of elements of the form

a ◦ b, and by A(V ) the quotient space V/O(V ).

Remark 3.5.2. It follows from the definition that a ◦ 1l = a for a ∈ V 1. So V 1 is contained

in O(V ). We also note that O(V 0) ⊂ O(V ), where O(V 0) is the kernel of the Zhu algebra

A(V 0) for a VOA V 0. Therefore, A(V ) is a quotient algebra of A(V 0).

The algebra A(V ) is called the Zhu algebra attached to V . Zhu algebras have a

powerful role in the representation theory of SVOAs. In [Z] and [KW] one can find the

following 1:1 correspondence theorem.

Theorem 3.5.3. ([Z] [KW])

(1) O(V ) is a two-sided ideal of V under the multiplication ∗. Moreover, the quotient

algebra (A(V ), ∗) is associative.
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(2) 1l + O(V ) is the unit element of A(V ) and ω + O(V ) is in the center of A(V ).

(3) Let M = ⊕n∈ 1
2
NM(n) be an 1

2
N-graded V -module. Then the top level M(0) is an

A(V )-module via a + O(V ) 7→ o(a) = awt(a)−1.

(4) Given an A(V )-module (W,π), there exists an 1
2
N-graded V -module M = ⊕n∈ 1

2
NM(n)

such that the A(V )-module M(0) and W are isomorphic. Moreover, this gives a bijective

correspondence between the set of irreducible A(V )-modules and the set of irreducible 1
2
N-

graded V -modules.

Example. Let M̄Vir(c, 0) := MVir(c, 0)/MVir(c, 1) be the Virasoro VOA with central

charge c. In [Wan], it was proved that A(M̄Vir(c, 0)) ' C[x]. For BPZ-series cp,q = 1 −
6(p−q)2/pq with coprime integers p, q ≥ 2, it is also proved in [Wan] that A(LVir(cp,q, 0)) '
C[x]/〈∏p−1

r=1

∏r
s=1(x− hp,q

r,s)〉 where hp,q
r,s are defined as in (2.6.1).

For a V -module U , we can construct an A(V )-bimodule A(U) by a similar way (cf.

[FZ] [Li6] [KW]).

Definition 3.5.4. For an 1
2
N-graded V -module U , we define bilinear operations a ◦ u,

a ∗ u and u ∗ a for homogeneous a ∈ V and u ∈ U as follows:

a ◦ u := ReszY (a, z)
(1 + z)wt(a)− r

2

z2−r
u, for a ∈ V r, r = 0, 1,

a ∗ u := ReszY (a, z)
(1 + z)wt(a)

z
u, for a ∈ V 0,

u ∗ a := ReszY (a, z)
(1 + z)wt(a)−1

z
u, for a ∈ V 0,

a ∗ u = u ∗ a = 0, for a ∈ V 1,

and extend linearly. We also define O(U) ⊂ U to be the linear span of elements of the

form a ◦ u and A(U) to be the quotient space U0/ (O(U) ∩ U0).

Remark 3.5.5. If V is an SVOA, then our definition of A(U) differs from the Kac-Wang’s

original one. Namely, we define A(U) to be a quotient space of U0. See [Y1] for the

validity of this change.

Let I(·, z) be a V -intertwining operator of type M1 ×M2 → M3. By definition, we

know that zh1+h2−h3I(·, z) ∈ HomC(M2, M3)[[z, z−1]]. It is convenient to set I(u, z) =∑
n∈Z unz

−n−1−h1−h2+h3 and deg(u) := wt(u)− h1 for u ∈ M1.

Theorem 3.5.6. ([FZ] [KW]) A(U) is an A(V )-bimodule under the action ∗.

Theorem 3.5.7. (1) ([FZ] [KW]) For a V -intertwining operator I(·, z) of type U×M1 →
M2, define the zero-mode operator by oI(u) := udeg(u)−1. Then we have a linear injection

from
(

M2

U M1

)
V

to HomA(V )

(
A(U)⊗A(V ) M1(0),M2(0)

)
by a mapping: I(·, z) 7→ oI .
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(2) (Theorem 2.11 of [Li6]) Suppose that every 1
2
N-graded V -module is completely re-

ducible. Then the linear map I(·, z) 7→ oI given in (1) defines a linear isomorphism

between
(

M2

U M1

)
V

and HomA(V )

(
A(U)⊗A(V ) M1(0),M2(0)

)
.

Remark 3.5.8. As pointed out in [Li6], the assumption on completely reducibility in (2)

of the theorem above is necessary. This property is known as the rationality, and will be

discussed in the next section.

We give an application of Zhu algebras. Let (V i, Y i(·, z), 1li, ωi), i = 1, 2, be VOAs.

Then the tensor product V 1⊗C V 2 naturally carries a structure of a VOA with vertex

operator map

(Y 1⊗Y 2)(a⊗ b, z) := Y 1(a, z)⊗Y 2(b, z)

and the vacuum vector is 1l1⊗ 1l2 and the Virasoro vector is ω1⊗ 1l2 + 1l1⊗ω2. Similarly,

let (M i, YM i(·, z)) be a V i-module for i = 1, 2. Then M1⊗M2 is a V 1⊗V 2-module with

vertex operator map

YM1⊗M2(a⊗ b, z) := YM1(a, z)⊗YM2(b, z).

Since both V 1⊗ 1l2 and 1l1⊗V 2 are mutually commutative subalgebras of V 1⊗V 2, one

can easily verify the following.

Lemma 3.5.9. Let V i be VOA and M i a V i-module for i = 1, 2.

(1) M1⊗CM2 is an irreducible V 1⊗V 2-module if and only if each M i is an irreducible

V i-module for i = 1, 2.

(2) A(V 1⊗C V 2) ' A(V 1)⊗CA(V 2) as an associative algebra.

(3) A(M1⊗CM2) ' A(M1)⊗CA(M2) as an A(V 1⊗C V 2)-module.

Corollary 3.5.10. Let V i, i = 1, 2, be VOAs and let M i,j, j = 1, 2, 3, be strong V i-

modules. If all N-graded V i-modules are completely reducible, then we have the following

isomorphism:

(
M1,3⊗CM2,3

M1,1⊗CM1,2 M2,1⊗CM2,2

)

V 1⊗C V 2

'
(

M1,3

M1,1 M1,2

)

V 1

⊗

C

(
M2,3

M2,1 M2,2

)

V 2

.

The following assertion was first established in [FHL].

Proposition 3.5.11. ([FHL]) Let V i, i = 1, 2, be VOAs. If all N-graded V 1-modules

are completely reducible, then any irreducible V 1⊗C V 2-module is isomorphic to a tensor

product of modules, necessarily irreducible, for the V i.

Proof: Let M be an irreducible N-graded V 1⊗V 2-module. Since M as a V 1-module

is completely reducible, M is a direct sum of copies of an irreducible V 1-module, say W 1,
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since M is an irreducible V 1⊗V 2-module. So as a linear space, we have a decomposition

M = W 1⊗HomV 1(W 1,M). Since actions of V 1 and those of V 2 on M is mutually

commutative, V 2 naturally acts on the space of multiplicity HomV 1(W 1,M), which must

be irreducible. Thus M is a tensor product of irreducible modules.

3.6 Rationality and C2-cofiniteness

A Zhu algebra works so powerful when the associated VOA is rational.

Definition 3.6.1. A VOA V is called rational if every N-graded V -module is completely

reducible. V is called regular if every V -module is completely reducible and every irre-

ducible V -module is a strong module.

Definition 3.6.2. A rational VOA V is said to be holomorphic if the adjoint module V

is a unique irreducible V -module.

Clearly, a regular VOA is rational by definition. Rational VOAs enjoy many “nice”

properties.

Theorem 3.6.3. ([Z] [DLM1]) Let V be a rational VOA.

(1) Zhu Algebra A(V ) is a finite dimensional semisimple associative algebra.

(2) Every irreducible N-graded V -module is a strong module.

(3) There are finitely many inequivalent irreducible strong V -modules.

Zhu algebras are introduced in [Z] to prove the modular invariance property of the

space of q-characters. In [Z], another condition was also introduced to prove it, which is

now called the C2-cofiniteness condition.

Definition 3.6.4. Let V be a VOA. A V -module M is said to be C2-cofinite if the space

C2(M) = SpanC{a(−2)v | a ∈ V, v ∈ M} has a finite co-dimension in M . If V as a

V -module is C2-cofinite, then we say V satisfies C2-cofinite condition.

Remark 3.6.5. Almost all examples of rational VOAs satisfy the C2-cofinite condition. A

good reference is [DLM2].

A C2-cofinite VOA also enjoys many “nice” properties.

Theorem 3.6.6. ([AM] [DLM2] [M9]) If V is C2-cofinite, then the top weight of any

irreducible V -module is a rational number.

Theorem 3.6.7. ([ABD]) Let V be a VOA of CFT-type. Then V is regular if and only

if V is rational and satisfies C2-cofinite condition.
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In the proof of the above statement, we use certain spanning set for a module.

Theorem 3.6.8. Let V be a C2-cofinite VOA of CFT-type. Let A be a finite dimensional

subspace of V such that L(0) acts on A and V = A + C2(V ).

(i) ([GN]) V = SpanC{a1
(−n1)a

2
(−n2) · · · ar

(−nr)1l | ai ∈ A, n1 > n2 > · · · > nr > 0, r ≥ 0}.
(ii) ([Bu] [M9]) Let W be a V -module and w ∈ W . Then there exists an integer T such

that V · w = SpanC{a1
(−n1) · · · ar

(−nr)w | ai ∈ A, n1 > · · · > nr > T, r ≥ 0}.

As a corollary of the theorem above, we have:

Corollary 3.6.9. Assume that V is C2-cofinite and of CFT-type. Then every strong

V -module is Cn-cofinite for all n ≥ 2.

There is a representation theoretic characterization of the C2-cofinite condition.

Theorem 3.6.10. ([M9]) Let V be a VOA of CFT-type. Then the following are equiva-

lent:

(1) V is C2-cofinite.

(2) Every V -module is a direct sum of generalized eigenspaces of L(0).

(3) Every V -module is an N-graded module such that each homogeneous component is a

direct sum of generalized eigenspaces of L(0).

(4) V is finitely generated and every V -module is an N-graded module.

Let σ ∈ Aut(V ) be of finite order. We have similar results in σ-twisted theory.

Definition 3.6.11. A VOA V is called σ-rational if every 1
|σ|N-graded V -module is com-

pletely reducible. V is called σ-regular if every V -module is a direct sum of irreducible

strong V -modules.

As in the untwisted case, it is shown in [DLM1] that every irreducible 1
|σ|N-graded

V -module is a strong module. The following slight generalizations have been established

in [Y2].

Theorem 3.6.12. ([Y2]) Let V be a C2-cofinite VOA of CFT-type.

(1) Let A be a finite dimensional subspace of V such that A is closed under the actions of

σ and L(0), and V = A + C2(V ). Let W be a σ-twisted V -module. Then for each w ∈ W

there exists an T ∈ 1
|σ|Z such that

V · w = SpanC{a1
(−n1) · · · ar

(−nr)w | ai ∈ A, n1 > · · · > nr > T, ni ∈ 1
|σ|Z}.

(2) V is σ-regular if and only if V is σ-rational.
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Here we give a proof of (1), which is a good exercise of the σ-twisted Jacobi identity.

Let V = V 0 ⊕ · · · ⊕ V |σ|−1 be eigenspace decomposition of σ with V r = {a ∈ V | σa =

e2π
√−1 r/|σ|a}. It is know that The σ-twisted Jacobi identity is equivalent to the following

two identities:

(1) The iterate formula:

(a(p)b)(q+ r
|σ|+

s
|σ| ) =

N∑
i=0

∞∑
j=0

(−1)j

(−r/|σ|
i

)(
p + i

j

)

×
{

a(p+i−j+ r
|σ| )b(q−i+j+ s

|σ| ) − (−1)p+ib(p+q−j+ s
|σ| )a(j+ r

|σ| )

}
,

(3.6.1)

where a ∈ V r and b ∈ V s, and N is a positive integer such that a(n)b = 0 for all n ≥ N .

(2) The commutator formula:

[a(m), b(n)] =
∞∑
i=0

(
m

i

)
(a(i)b)(m+n−i). (3.6.2)

We recall the σ-twisted universal enveloping algebra Uσ(V ) of V in [DLM1]. As a tensor

product of two vertex algebras C[t±
1
|σ| ] and V , V̂ := C[t±

1
|σ| ]⊗C V carries a structure

of a vertex algebra and gV := V̂ /( d
dt
⊗ 1 + 1⊗L(−1))V̂ forms a Lie algebra under the

0-th product induced from V̂ . Define a linear isomorphism σ̂ on V̂ by σ̂(tn⊗ a) :=

e−2π
√−1 ntn⊗ σa. Then σ̂ defines an automorphism of a vertex algebra V̂ and hence it

gives rise to an automorphism of a Lie algebra gV . Denote by gσ
V the σ̂-invariants of gV ,

which is a Lie subalgebra of gV . Then the σ-twisted universal enveloping algebra Uσ(V ) is

defined to be the universal enveloping algebra for gσ
V . The algebra Uσ(V ) has a universal

property such that for any σ-twisted V -module M , the mapping a(n) ∈ Uσ(V ) 7→ a(n) =

ReszYM(a, z)zn ∈ End(M) gives a representation of Uσ(V ) on M . It is clear that gg
V is

spanned by images of elements tn+ r
|σ| ⊗ a with a ∈ V r, 0 ≤ r ≤ |σ| − 1. We denote the

image of tn+ r
|σ| ⊗ a in gσ

V by a(n + r
|σ|). By definition, we have the following commutator

relation:

[a(m), b(n)] =
∞∑
i=0

(
m

i

)
(a(i)b)(m + n− i). (3.6.3)

Definition 3.6.13. For a monomial x1(n1) · · · xk(nk) in Uσ(V ), we define its length by k,

degree by wt(x1) + · · ·+ wt(xk) and weight by (wt(x1)−n1− 1) + · · ·+ (wt(xk)−nk− 1).

Let W be a g-twisted V -module generated by one element w ∈ W . In this case, a

linear map φw : x1(m1) · · · xk(mk) ∈ Ug(V ) 7→ x1
(m1) · · · xk

(mk)w ∈ W = V · w gives a

surjection.

The proof of the following assertion comes from Lemma 2.4 of [M9].
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Lemma 3.6.14. Let V be a C2-cofinite VOA of CFT type and W a σ-twisted V -module

generated by a non-zero element w, i.e., W = V · w. Let U be a finite dimensional

subspace of V such that both L(0) and g act on U and V = U + C2(V ). Then the

image φw(X) ∈ W of any monomial X = x1(m1) · · · xk(mk) in Uσ(V ) can be expressed

as a linear combination of images of monomials α1(n1) · · ·αs(ns) in Uσ(V ) such that

deg α1(n1) · · ·αs(ns) is less or equal to deg X, wt α1(n1) · · ·αs(ns) = wt X and n1 <

· · · < ns < T , where T is a fixed element in 1
|σ|Z such that φw(β(m)) = 0 for all β ∈ U

and m ≥ T .

Proof: We divide the proof into several steps.

Claim 1. We can express the image φw(X) of any monomial X = x1(m1) · · · xk(mk) ∈
Ug(V ) in the following form:

φw(X) = φw(A) + φw(B),

where A is a linear combination of monomials α1(n1) · · ·αk(nk) ∈ Ug(V ) with αi ∈ U

such that deg α1(n1) · · ·αk(nk) = deg X and wtα1(n1) · · ·αk(nk) = wtX, and B is a sum

of monomials whose degrees are less than deg X and weights are equal to wtX.

We prove the claim above by induction on r = deg X. The case r = 0 is clear.

Assume that the claim is true for r−1. Without loss, we may assume that both L(0) and

g act on xi, 1 ≤ i ≤ k semisimply and none of them is the vacuum. Then, by inductive

assumption, φw(x2(m2) · · ·xk(mk)) can be expressed a linear combination of images of

monomials as stated. Therefore, we may assume that x2, · · · , xk are contained in U . Since

V = U + C2(V ), we can write x1 = α1 +
∑

i a
i
(−2)b

i with L(0)-homogeneous α1 ∈ U and

ai, bi ∈ V such that wt(α1) = wt(ai
(−2)b

i) = wt(x1). Then X = α1(m1)x
2(m2) · · ·xk(mk)+∑

i(a
i
(−2)b

i)(m1)x
2(m2) · · · xk(mk). Then using (3.6.1) we can rewrite the image of second

term in the desired form because wt(ai) + wt(bi) < wt(ai
(−2)b

i). This completes the proof

of Claim 1.

Claim 2. Let A = α1(m1) · · ·αk(mk) ∈ Uσ(V ) be a monomial with αi ∈ U and σ a

permutation on the set {1, 2, . . . , k}. Then we have the following equality in W :

φw

(
ασ(1)(nσ(1)) · · ·ασ(k)(nσ(k))

)
= φw(A) + φw(B),

where B is a sum of monomials whose degrees are less than deg A and weights are equal

to wtA.

Again we proceed by induction on r = deg A. The case r = 0 is obvious. Assume

that the assertion is correct for deg A = r − 1. If mi > mj for some i < j, then using

the commutator formula (3.6.3) we can rearrange A to be as asserted since wt(αi
(p)α

j) <

wt(αi) + wt(αj) for p ≥ 0. Thus, Claim 2 holds.
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Claim 3. Let A = α1(m1) · · ·αk(mk) ∈ Ug(V ) be a monomial with αi ∈ U and m1 ≤
· · · ≤ mk < T . Then the image φw(A) of A can be expressed in the following form:

φw(A) = φw(B) + φw(C),

where B is a sum of monomials β1(n1) · · · βs(ns) with βj ∈ U such that n1 < · · · < ns,

s ≤ k, deg β1(n1) · · · βs(ns) = deg A and wtβ1(n1) · · · βs(ns) = wtA, and C is a sum of

monomials whose degrees are less than deg A and weights are equal to wtA.

We show that if the assertion is not correct then keeping both degree and weight of A

we can make m1 in a monomial A infinitely larger. We define an ordering on N×N. For

(r1, s1), (r2, s2) ∈ N×N, we define (r1, s1) > (r2, s2) if r1 > r2, or r1 = r2 and s1 > s2. By

this ordering, N× N becomes a well-ordered set and hence we can perform an induction

on (deg A, lengthA) ∈ N × N, Clearly, the assertion is clear for (N, 0), (N, 1) and (0,N).

So we assume that the assertion is true for all elements in N×N smaller than (r, s) with

r > 0, s > 0. Then, by inductive assumption, we may assume that m2 < · · · < mk < T .

If m1 < m2, then we are done. So we have to consider the case m1 = m2 and the case

m1 > m2. But, the following argument shows that the latter case can be reduced to the

former case. Assume that m1 > m2. Then A can be replaced by a linear combination

of A′ = α2(m2)α
1(m1)α

3(m3) · · ·αk(mk) and monomials whose degrees are smaller than

deg A and weights are the same as wtA. Then applying Claim 1 and Claim 2 together with

inductive assumption to A′, we can replace A by a monomial A′′ = (α1)′(m′
1) · · · (αk)′(m′

k)

such that (αi)′ ∈ U , m′
1 > m1, m′

1 ≤ · · · ≤ m′
k < T , deg A′′ = deg A and wtA′′ = wtA.

Then, repeating this procedure, we will reach the case m1 = m2 < m3 < · · · < mk.

Now let us consider the case m1 = m2 < m3 < · · · < mk. In this case, both α1 and

α2 are contained in the same eigenspace, say V r. Write m1 = n + r
|σ| . Using the iterate

formula (3.6.1) on (α1
(−1)α

2)(2n+1+ 2r
|σ| )

, we get

φw(α1(m1)α
2(m1)α

3(m3) · · ·αk(mk))

= λφw((α1
(−1)α

2)(2m1 + 1)α3(m3) · · ·αk(mk))

+
∑

i>0 µiφw(α1(m1 + i)α2(m1 − i)α3(m3) · · ·αk(mk))

+
∑
i>0

µ′iφw(α2(m1 + i)α2(m1 − i)α3(m3) · · ·αk(mk)) + φw(X),

(3.6.4)

where X is a sum of monomials whose degrees are less than deg A and weights are equal

to wtA. (Note that in the expansion of (α1
(−1)α

2)(2m1+1), we can make the coefficient of

α1(m1)α
2(m2) non-zero by choosing suitable N in (3.6.1).) The first term in the right-

hand side of (3.6.4) has smaller length than that of A so that by induction together with

Claim 1 and Claim 2 we may omit this term. The second and third terms in the right-hand
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side of (3.6.4) shall be reduced to the case m1 > m2. Therefore, we obtain a procedure

which makes m1 infinitely larger with keeping deg A and wtA, which must stop in finite

steps. Thus, we get Claim 3 and hence we complete the proof of the lemma.

3.7 Associativity of fusion products

In this section we discuss elementary results on intertwining operators. Let V be a VOA

and M i strong V -modules for i = 1, 2, 3. Let I(·, z) a V -intertwining operator of type

M1 × M2 → M3. We define a transpose intertwining operator tI(·, z) of I(·, z) of type

M2 ×M1 → M3 by means of

tI±(v2, z)v1 := ezL(−1)I(v1, ζ±z)v2, where ζ± = e±π
√−1 , (3.7.1)

for v1 ∈ M1 and v2 ∈ M2.

Proposition 3.7.1. ([FHL]) For I(·, z) ∈ (
M3

M1 M2

)
V
, its transpose tI±(·, z) ∈ (

M3

M2 M1

)
V
.

Moreover, t(tI±)∓(·, z) = I(·, z). Thus, as a linear space,
(

M3

M2 M1

)
V

is naturally isomor-

phic to
(

M3

M1 M2

)
V
.

On the other hand, define a contragredient intertwining operator I∗±(·, z) of I(·, z) of

type M1 × (M3)∗ → (M2)∗ by means of

〈I∗±(v1, z)ν3, v2〉 = 〈ν3, I(ezL(1)(ζ±z−2)L(0)v1, z−1)v2〉, where ζ± = eπ
√−1 , (3.7.2)

for v1 ∈ M1, v2 ∈ M2 and ν ∈ M3.

Proposition 3.7.2. ([FHL]) For I(·, z) ∈ (
M3

M1 M2

)
V
, its contragredient operator I∗±(·, z) ∈(

(M2)∗
M1 (M3)∗

)
V
. Moreover, (I∗±)∗∓(·, z) = I(·, z). Thus, as a linear space,

(
(M2)∗

M1 (M3)∗
)

V
is

naturally isomorphic to
(

M3

M1 M2

)
V
.

Now we introduce a concept of the fusion product. Here we adopt a definition due to

Li [Li7].

Definition 3.7.3. Let M1, M2 be V -modules. A tensor product or a fusion product for the

ordered pair (M1, M2) is a pair (M1 £V M2, F (·, z)) consisting of a V -module M1 £V M2

and a V -intertwining operator F (·, z) of type M1 × M2 → M1 £V M2 satisfying the

following universal property: For any V -module U and any intertwining operator I(·, z)

of type M1 ×M2 → U , there exists a unique V -homomorphism ψ from M1 £V M2 to U

such that I(·, z) = ψF (·, z).

Remark 3.7.4. It follows from the universal property that if a tensor product exists, then

it is unique up to isomorphism.
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It is shown in [HL1]–[HL4] and [Li7] that if a VOA V is rational, then a tensor product

for any two V -modules always exists. So in the rest of this section we assume that V

is rational. Then there are finitely many irreducible V -modules by the previous section.

Let C = {M i | i = 1, 2, · · ·n} be the set of all inequivalent V -modules. Note that all

M i are strong V -modules. Consider an N-algebra A = ⊕n
i=1NM i formally spanned by C

equipped with a product

M i ×M j =
n∑

k=1

Nk
ij ·Mk, where Nk

ij := dim

(
Mk

M i M j

)

V

. (3.7.3)

Then A is called the fusion algebra or Verlinde algebra of V . The coefficient Nk
ij is often

referred to as the fusion rule (of type M i ×M j → Mk). It follows from definition that

the fusion rule (3.7.3) coincides with the irreducible decomposition of a fusion product:

M i £V M j '
n⊕

k=1

(Mk)⊕Nk
ij '

n⊕

k=1

Mk⊗
C

(
Mk

M i M j

)

V

(linearly).

By Proposition 3.7.1, the fusion algebra is always commutative. By Lemma 2.4.3, there

is a canonical isomorphism
(

Mj

V Mj

)
V
' HomV (M i,M j) so that V ×M i = M i. Namely, V

is a unit element in the fusion algebra.

Recently, the associativity of fusion products was established in [H1]–[H4] (see also

[DLM4]), if V is rational, C2-cofinite and of CFT-type:

Theorem 3.7.5. Assume that V is rational C2-cofinite VOA of CFT-type.

(1) (Associativity) Let I1(·, z) and I2(·, z) be V -intertwining operators of types M1×M4 →
M5 and M2 × M3 → M4, respectively, where M i, i = 1, . . . , 5, are arbitrary strong V -

modules. Then there exists a strong V -module M6 and V -intertwining operators J1(·, z)

and J2(·, z) of types M6 × M3 → M5 and M1 × M2 → M6, respectively, such that the

following equality holds for any vi ∈ M i for i = 1, 2, 3 and ν ∈ (M5)∗:

〈ν, I1(v1, z1)I
2(v2, z2)v

3〉 = 〈ν, J1(J2(v1, z0)v
2, z2)v

3〉|z0=z1−z2 ,

where the left hand side and the right hand side of the above equality converge in the

domain |z1| > |z2| > 0 and |z2| > |z0| > 0, respectively, for any choices of log z1, log z2

and log(z1 − z2) in the definition of zr = elog z for r ∈ R, and the equality above means

that the left hand side and the right hand side are analytic extensions of each other.

(2) The assertion (1) still holds if we exchange the role of I1(·, z), I2(·, z) and that of

J1(·, z), J2(·, z).

(3) (Commutativity) Let I1(·, z) and I2(·, z) be V -intertwining operators of type W 1 ×
W 4 → W 5 and W 2×W 3 → W 4, respectively, where W i, i = 1, . . . , 5 are arbitrary strong
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V -modules. Then there exist a strong V -module W 6 and V -intertwining operators J1(·, z)

and J2(·, z) of types W 2 ×W 6 → W 5 and W 1 ×W 3 → W 6, respectively, such that the

multivalued analytic function

〈ν, I1(v1, z1)I
2(v2, z2)v

3〉

of z1 and z2 in the region |z1| > |z2| > 0 and the multivalued analytic function

〈ν, J1(v2, z2)J
2(v1, z1)v

3〉

of z1 and z2 in the region |z2| > |z1| > 0 are analytic extensions of each other.

(4) For any strong V -modules N i, i = 1, 2, 3, the space of V -intertwining operators of

type N1 ×N2 → N3 is finite dimensional.

Corollary 3.7.6. If V is rational C2-cofinite VOA of CFT-type, then the associated fusion

algebra is a finite dimensional commutative associative N-algebra with a unit V .

3.8 Coset construction

In this section we consider the coset construction of vertex operator algebras.

Let (V, YV (·, z), 1lV , ωV ) be a VOA with central charge cV . A vector e ∈ V is called

a conformal vector with central charge ce if its component operators Le(n), n ∈ Z, of

YV (e, z) =
∑

n∈Z Le(n)z−n−2 defines a representation of the Virasoro algebra on V with

central charge ce:

[Le(m), Le(n)] = (m− n)Le(m + n) + δm+n,0
m3 −m

12
ce.

A graded subspace U = ⊕n≥0Un of V , where Un = U ∩ Vn, is said to be a sub VOA of

V if 1lV ∈ U and there is a conformal vector ωU ∈ U2 such that (U, YV (·, z)|U , 1lV , ωU)

satisfies all the axioms of a VOA. We simply write (U, e) for (U, YV (·, z)|U , 1lV , e). For a

sub VOA (U, e), we want to its commutant subalgebra. Before we give the definition of

the commutant subalgebra, we prove the following lemmas.

Lemma 3.8.1. For a, b ∈ V , [YV (a, z), YV (b, z)] = 0 if and only if a(i)b = 0 for all i ≥ 0.

Proof: The equation [YV (a, z), YV (b, z)] = 0 asserts that the order of locality of a

and b is less than or equal to 0. So the assertion is obvious from Section 3.3.

Lemma 3.8.2. For a subset S of V , the subspace Sc = {a ∈ V | a(i)v = 0 for any v ∈
S, i ≥ 0} forms a subalgebra in V .
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Proof: The assertion immediately follows from the iterate formula

(a(n)b)(i) =
∞∑

j=0

(−1)j

(
n

j

)
{a(n−j)b(i+j) − (−1)nb(n+i−j)a(j)}.

By the lemmas above, we define the commutant subalgebra of a sub VOA (U, e) by

ComV (U) := {a ∈ V | a(i)v = 0 for any v ∈ U, i ≥ 0}. (3.8.1)

However, the definition of the commutant subalgebra is completely determined only by

the Virasoro vector e of U as we will see below.

Proposition 3.8.3. Let (U, e) be a sub VOA of V . Then ComV (U) = KerV e(0).

Proof: Let a ∈ ComV (U). Then e(0)a = e(0)a(−1)1l = a(−1)e(0)1l = 0. Thus a ∈
KerV e(0). Conversely, let a ∈ KerV e(0) and v ∈ U . Then we can find an integer N such

that v(n)a = 0 for all n ≥ N and v(N−1)a 6= 0. If N > 0, then e(0)v(N)a = v(N)e(0)a +

[e(0), v(N)]a = −Nv(N−1)a = 0, which is a contradiction. So YV (v, z)a ∈ V [[z]]. Then by

the skew-symmetry we have YV (b, z)v = ezL(−1)YV (v,−z)b ∈ V [[z]]. Thus b(i)v = 0 for all

i ≥ 0 and hence b ∈ ComV (U).

Next, we consider the condition that ωV − e defines a Virasoro vector of ComV (U). A

decomposition ωV = ω1 + ω2 of the Virasoro element of V is called orthogonal if both ω1

and ω2 are conformal vectors and their component operators are mutually commutative,

i.e., [Y (ω1, z1), Y (ω2, z2)] = 0. Given a conformal vector e, we can verify whether ωV =

e + (ωV − e) is orthogonal or not by the following lemma:

Lemma 3.8.4. ([FZ, Theorem 5.1]) Assume that V is of CFT-type. Then for a conformal

vector e ∈ V , ωV = e + (ωV − e) is orthogonal if and only if (ωV )(2)e = 0.

Proof: By the L(−1)-derivation property we have ω(0)e = e(−2)1l. On the other hand,

e(0)e = e(0)e(−1)1l = Le(−1)Le(−2)1l = Le(−2)Le(−1)1l + Le(−3)1l = e(−1)e(0)1l + e(−2)1l =

e(−2)1l. Note that e(n) = Le(n − 1) and a(n)1l = 0 for any a ∈ V and n ≥ 0. Thus

(ωV − e)(0)e = 0. Since (ωV )(1)e = e(1)e = 2e, (ωV − e)(1)e = 0. By assumption,

(ωV − e)(2)e = 0. As V is of CFT-type, we have (ωV − e)(3)e ∈ C1l and (ωV − e)(n)e = 0

for n ≥ 4. Then by the skew-symmetry formula

a(n)b =
∞∑
i=0

(−1)n+i+1

i!
L(−1)ib(n+i)a,

we have e(0)(ωV −e) =
∑

0≤i≤3(−1)i+1L(−1)i(ωV −e)(i)e/i! = 0. Thus ωV −e ∈ ComV (e).
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Proposition 3.8.5. Let ωV = e + (ωV − e) is an orthogonal decomposition. Then

(i) (KerV e(0), ωV − e) is a sub VOA of V .

(ii) KerV e(0) is a unique maximal sub VOA of V whose Virasoro vector is ωV − e.

Proof: (i): We have shown that KerV e(0) is a subalgebra of V . It is clear that

1lV ∈ KerV e(0) and ωV − e ∈ KerV e(0). So we have to prove that ωV − e is a Virasoro

vector of KerV e(0). Let a ∈ KerV e(0). Then e(0)a = 0 so that we have the L(−1)-

derivation: YV ((ωV − e)(0)a, z) = YV ((ωV )(0)a, z) = ∂zYV (a, z). Since e(1)a = 0, we have

(ωV − e)(1)a = (ωV )(1)a so that (ωV − e)(1) acts on KerV e(0) semisimply with a graded

decomposition KerV e(0) = ⊕n∈Z(KerV e(0) ∩ Vn). Thus, ωV − e is the Virasoro vector of

KerV e(0).

(ii): Let (W,ωV − e) be a sub VOA of V . For each x ∈ W , we have YV (e(0)x, z) =

YV ((ωV )(0)x, z)+YV ((ωV − e)(0)x, z) = ∂zYV (x, z)− ∂zYV (x, z) = 0. In particular, e(0)x =

ReszYV (e(0)x, z)1lV = 0. Thus x ∈ KerV e(0) and M is a subalgebra of KerV e(0).

By this proposition, if we have an orthogonal decomposition ωV = ω1 + ω2, then we

have a two mutually commuting sub VOAs U1 = (KerV ω2
(0), ω

1) and U2 = (KerV ω1
(0), ω

2).

Denote by T the subalgebra generated by U1 and U2. If V is of CFT-type, then all of

U1, U2, U1⊗C U2 and T are of CFT-type. It is easy to see that a linear map U1⊗C U2 3
a⊗ b 7→ a(−1)b ∈ T is a VOA-epimorphism as a(−1)b = b(−1)a. However, this epimorphism

is not isomorphism in general. Here we give an example. Let V 1 and V 2 be VOAs such

that both of then are not simple. Then we can take proper ideals I i of V i for i = 1, 2.

Then I1⊗ I2 is a proper ideal of V 1⊗C V 2 which does not contain neither V 1 nor V 2.

Then by setting V = V 1⊗C V 2/I1⊗C I2, U1 = V 1 and U2 = V 2, we have an exact

sequence:

0 → I1⊗
C

I2 → U1⊗
C

U2 → V = T → 0.

However, if one of U i, i = 1, 2, is simple, then the epimorphism is actually isomorphism:

Lemma 3.8.6. Let V be a VOA and let V 1, V 2 be two sub VOAs of V such that V 1 and

V 2 generate V and [YV (a1, z1), YV (a2, z2)] = 0 for any ai ∈ V i, i = 1, 2. Suppose that V 1

is simple. Then V is isomorphic to V 1⊗C V 2.

Proof: As we have seen, a linear map V 1⊗V 2 3 a⊗ b 7→ a(−1)b ∈ V is an epimor-

phism. Assume that this is not injective. In this case, since V 1⊗V 2 as a V 1-module is

isomorphic to a direct sum of copies of V 1 and V 1 is an irreducible V 1-module, the ker-

nel of the above epimorphism contains a non-zero element of the form 1l⊗ a ∈ V 1⊗V 2.

However, we have 1l⊗ a 7→ 1l(−1)a = a 6= 0, a contradiction. Thus V is isomorphic to

V 1⊗V 2.
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Remark 3.8.7. If both V and V 1 are simple, then it is very likely to happen that V 2 is

also simple. In fact, this is true in many (almost all known) examples. However, there is

no systematic theory on this point.

By this lemma, if one of U i, i = 1, 2, is simple, then V has a sub VOA isomorphic to

U1⊗U2 whose Virasoro vector is the same as that of V . In this case, the pair (U1, U2) is

often called a commutant pair. For a sub VOA V 1 of V , the association V 1 Ã ComV (V 1)

is called the commutant construction or coset construction. Many important VOAs are

constructed by the coset construction. One of the most famous examples is the GKO-

construction [GKO] of the unitary Virasoro VOAs. We will consider this topic later.

Intertwining operators for sub VOAs. We consider a relation with vertex operator

map and intertwining operators for sub VOAs. Let (U, e) be a sub VOA of (V, ω).

Lemma 3.8.8. We have (ω − e)(0)u = 0 and [u(m), (ω − e)(1)] = 0 for all u ∈ U and

m ∈ Z.

Proof: Let u ∈ U . Since e is the Virasoro vector of U , we have e(0)u = u(−2)1l and

thus (ω − e)(0)u = ω(0)u − e(0u = u(−2)1l − u(−2)1l = 0. By the definition of a sub VOA,

we have ω(1)u = e(1)u. Then by the commutator formula we have [(ω − e)(1), u(m)] =

((ω − e)(0)u)(m+1) + ((ω − e)(1)u)(m) = 0.

Let (M, YM(·, z)) be a strong V -module. Assume that M as a U -module is completely

reducible. Then we have a decomposition

M =
⊕

λ∈Λ

W λ⊗HomU(W λ,M)

where {W λ | λ ∈ Λ} is the set of inequivalent irreducible U -submodules of M . Write

YM(ω, z) =
∑

n∈Z L(n)z−n−2 and YM(e, z) =
∑

n∈Z Le(n)z−n−2. Since both L(0) and

Le(0) acts on M diagonally and L(0) − Le(0) acts on each HomU(W λ,M) by Lemma

3.8.8, the space HomU(W λ,M) splits into a direct sum of eigenspaces for L(0) − Le(0).

Therefore, zLe(0) and zL(0)−Le(0) are well-defined operators on M . Let Aλ = {vλ,α | α ∈ Pλ}
be a linear basis of HomU(W λ,M) consisting of eigenvectors for L(0)− Le(0) for λ ∈ Λ.

Let πλ,α : M → W λ⊗ vλ,α be a projection map. Clearly, πλ,α is a U -homomorphism.

Define a linear map Iγ
αβ(·, z) of type W λ1 ×W λ2 → W λ3 ⊗ vλ3,γ by

Iγ
αβ(a, z)b := z−L(0)+Le(0)πλ3,γYM(zL(0)−Le(0)a⊗ vλ1,α, z)zL(0)−Le(0)b⊗ vλ2,β (3.8.2)

for a ∈ W λ1 and b ∈ W λ2 , vλ1,α ∈ Aλ1 , vλ2,β ∈ Aλ2 and vλ3,γ ∈ Aλ3 .

Proposition 3.8.9. The map Iγ
αβ(·, z) is a U-intertwining operator of type W λ1×W λ2 →

W λ3.
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Proof: Clearly, Iγ
αβ(·, z) satisfies the lower truncated condition. Since YM(·, z) satis-

fies the Jacobi identity on M and L(0)− Le(0) ∈ HomU(W λ,M) for any λ ∈ Λ, Iγ
αβ(·, z)

also satisfies the Jacobi identity. By the term z±(L(0)−Le(0)) inserted as above, we can also

verify that Iγ
αβ(·, z) satisfies the Le(−1)-derivation property. Therefore, Iγ

αβ(·, z) satisfies

all the axioms for a U -intertwining operator.

Now assume that ω = e+(ω−e) is an orthogonal decomposition. Then U c := KerV e(0)

is a sub VOA with the Virasoro vector ω−e(0) by Proposition 3.8.5. Therefore, V contains

a sub VOA U ⊗U c. Since the action of U c on M commutes with that of U on M , U c

naturally acts on each space HomU(W λ,M). Namely, HomU(W λ,M) are U c-modules

for all λ ∈ Λ. For simplicity, we set (W λ)c := HomU(W λ,M) and Mλ := W λ⊗(W λ)c.

Then Mλ is a U ⊗U c-submodule of M and M as a U ⊗U c-module has a decomposition

M = ⊕λ∈ΛMλ. Set πλ =
∏

α∈Aλ
πλ,α. Then πλ is a projection map from M to Mλ and

so is a U1⊗U2-homomorphism. Therefore, πλ3YM(·, z) restricted on Mλ1 ⊗Mλ2 defines

a U ⊗U c-intertwining operator of type

W λ1 ⊗(W λ1)c ×W λ2 ⊗(W λ2)c → W λ3 ⊗(W λ3)c.

Therefore, the fusion rules for U -modules partially determine the V -module structure

on M . If both U and U c are rational, then by Corollary 3.5.10 we have the following

isomorphism:
(

W λ3

W λ1 W λ2

)

U

⊗
(

(W λ3)c

(W λ1)c (W λ2)c

)

Uc

'
(

W λ3 ⊗(W λ3)c

W λ1 ⊗(W λ1) W λ2 ⊗(W λ2)c

)

U ⊗Uc

.

However, it is usually a difficult problem to show that the commutant U c of U is rational

even if both V and U are rational. But the following theorem says that if U is rational

then we always have the isomorphism as follows.

Theorem 3.8.10. ([ADL, Theorem 2.10]) Let U i, i = 1, 2, be VOAs. Let W i, i = 1, 2, 3,

be U1-modules on which L1(0) acts semisimply and let X i, i = 1, 2, 3, be U2-modules on

which L2(0) acts semisimply, where L1(0) and L2(0) are the grade-keeping operators of the

Virasoro vectors of U1 and U2, respectively. If the fusion rules dim
(

W 3

W 1 W 2

)
U1 is finite,

then the following linear isomorphism holds:
(

W 3

W 1 W 2

)

U1

⊗
(

X3

X1 X2

)

U2

'
(

W 3⊗X3

W 1⊗X1 W 2⊗X2

)

U1⊗U2

.

3.9 Quantum Galois theory

In this section we review the theory of the quantum Galois theory, one of the most

beautiful results on vertex operator algebras.
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Let V be a simple VOA and G a finite subgroup of Aut(V ). Then the fixed point

subalgebra V G := {a ∈ V | ga = a for any g ∈ G} is called the G-orbifold subalgebra

or simply orbifold of V . The study of V G was initiated in [DVVV] in physical point of

view and was begun by [DM1] in mathematical point of view. Let Irr(G) be the set of all

inequivalent characters of G. For each χ ∈ Irr(G), we fix an irreducible C[G]-module Mχ

affording the character χ. Then we have a decomposition

V =
⊕

χ∈Irr(G)

Mχ⊗HomG(Mχ, V ).

Set Vχ := HomG(Mχ, V ). We note V G = V1G
for the principal character 1G ∈ Irr(G). Each

Vχ is a V G-module since C[G] commutes with V G. Thus V is a module of C[G]⊗C V G.

The following Schur-Weyl type duality theorem is shown in [DM1] and [DLM3].

Theorem 3.9.1. With reference to the above setting, we have:

(1) For each χ ∈ Irr(G), Vχ 6= 0.

(2) All Vχ, χ ∈ Irr(G), are irreducible V G-modules. In particular, V G is a simple VOA.

(3) Vλ ' Vµ as V G-modules if and only if Mλ ' Mµ as C[G]-modules.

By this theorem, we see that C[G] and V G forms a dual pair on V . Moreover, by

using the theorem above, we can derive the following Galois correspondence established

in [HMT]:

Theorem 3.9.2. (Quantum Galois theorem) Assume that V is a simple VOA. Let Φ :

H 7→ V H be the map which associates to a subgroup H of G the sub VOA V H of V . Then

Φ induces a bijection between the subgroups of G and the sub VOAs of V which contains

V G.

By theorem 3.9.1 and 3.9.2, the representation of the group G plays an important role

to study V as a V G-module.

There is a generalization of Theorem 3.9.1 for modules. Let g, h ∈ G. For a g-twisted

V -module (M,YM(·, z)), we can define another module structure. Define the h-conjugate

vertex operator Y h
M(·, z) by

Y h
M(a, z) := YM(ha, z).

Then one can easily check that (M, Y h
M(·, z)) is an h−1gh-twisted V -module. We usually

denote (M,Y h
M(·, z)) by M ◦ h for short. It is obvious that if M is irreducible then so is

M ◦h, and if g and h commutes, then M ◦h is again a g-twisted V -module. If M ◦h ' M ,

then M is refereed to as h-stable. This is equivalent to the condition that there is a V -

isomorphism φ(h) : M → M such that φ(h)YM(a, z)v = YM(ha, z)φ(h)v for all a ∈ V

and v ∈ M . The linear isomorphism φ(h) is called h-stabilizing automorphism. If M is

irreducible, then the stabilizing automorphism is unique up to linearity.
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Now consider the case g = h = 1. As we explained, there is an action of G on the set

of equivalent classes of irreducible V -modules. Take an orbit M. Then for M1,M2 ∈M,

there is g ∈ G such that M1 ◦ g ' M2. Consider a direct sum ⊕M∈MM . Then as a

generalization of Theorem 3.9.1, the following theorem has been established in [DY]:

Theorem 3.9.3. For each G-orbit M, there is a central extension 1 → C→ G̃ → G → 1

and an action of G̃ on ⊕M∈MM which extends certain linear representation of the central

component C of G̃. Moreover, under the action above, V G⊗C[G̃] forms a dual pair on

⊕M∈MM .

To describe the central extension G̃ and the action of C[G̃] on ⊕M∈MM precisely,

we have to introduce the twisted associative algebra Aλ(G,M) as in [DY], where λ is a

suitable 2-cocycle on G. We leave the accurate definition of them to [DY]. The twisted

algebra Aλ(G,M) is refereed to as generalized twisted double in [DY], and we will find

some representations of the twisted algebras in the theory of simple current extensions of

vertex operator algebras.

Remark 3.9.4. Theorem 3.9.3 has been generalized to include twisted modules in [MT].



Chapter 4

Simple Current Extensions of Vertex
Operator Algebras

In this chapter we study a theory of simple current extensions of vertex operator algebras.

First, we briefly consider how a vertex operator algebra is extended to a larger algebra

with suitable grading. Let (V, YV (·, z), 1lV , ωV ) be a vertex operator algebra. An extension

of V is a vertex operator (super)algebra (W,YW (·, z), 1lW , ωW ) such that (V, ωV ) is a sub

VOA of W with 1lW = 1lV and ωW = ωV . Assume that there is an extension W = ⊕α∈AWα

of V graded by a monoid A such that W 1A ' V , where 1A is the unit element of A, and

W has an A-graded structure W α ·W β ⊂ Wαβ for α, β ∈ A. Then by the skew-symmetry

we have αβ = βα for any α, β ∈ A and so A is a commutative monoid. Moreover, if W is

simple, then for each α ∈ A there is a β ∈ A such that W α ·W β = W 1A . Namely, A is an

abelian group. Thus, in the study of extensions of vertex operator algebras, extensions

graded by abelian groups come to play a central role. In the case where A is abelian and

W is a simple VOA, the duality in Theorem 3.9.1 implies all Wα, α ∈ A, are inequivalent

irreducible W 1A = V -modules as the fixed point subalgebra WA is exactly equal to W 1A .

And if we further assume that V is rational, then there are finitely many inequivalent

irreducible V -modules so that A is a finite abelian group. By the argument above, we

have come to the following situation: V 0 is a simple and rational VOA and {V α | α ∈ D}
is a set of irreducible V 0-modules indexed by a finite abelian group D such that the direct

sum VD = ⊕α∈DV α forms a VOA with D-grading V α · V β ⊂ V α+β. In the following, we

study such an extension VD.

4.1 Simple currents

Let V be a rational VOA. Then the fusion product M1 £V M2 exists and determined

uniquely up to isomorphism for any two (strong) V -modules M1 and M2. It is shown

in Theorem 3.6.3 that there are finitely many inequivalent irreducible V -modules. Let

51
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{W i | i = 1, . . . , N} be the set of all inequivalent irreducible V -module. Denote by Nk
ij

the fusion rule of type W i×W j → W k, that is, the dimension of V -intertwining operators

of type W i ×W j → W k. Then by definition we have

W i £V W j '
N⊕

k=1

W k⊗
C

(
W k

W i W j

)

V

'
N⊕

k=1

(W k)⊕Nk
ij .

Definition 4.1.1. A strong V -module U is called simple current if U £V W is not zero

and irreducible for every irreducible V -module W .

By definition, we can easily verify that every simple current module is irreducible.

The following simple lemma is useful to determine whether a module is a simple current

or not:

Lemma 4.1.2. Assume that the fusion algebra for V is associative. If two V -modules U

and X satisfy the equality U ×X = V in the fusion algebra for V , the both U and X are

irreducible and simple currents.

Proof: Clearly, both U and X are not zero. Decompose U into a direct sum U =

⊕iU
(i) of irreducible V -modules. Then U × X = V implies that there is an irreducible

component U (i0) such that U (i)×X = δi,i0V . Then U = V ×U = (U (i0)×X)×U = U (i0)×
(U ×X) = U (i0) × V = U (i0). Thus U = U (i0) 6= 0 and U is irreducible. Symmetrically,

X is also irreducible. Now let W be an irreducible V -module. Then U ×W 6= 0 because

X × (U ×W ) = (X × U) ×W = V ×W = W . If U ×W is not irreducible, then so is

X × (U ×W ). However, X × (U ×W ) = (X × U) ×W = V ×W = W is irreducible,

U ×W is not zero and must be irreducible. Thus U is a simple current. Similarly, X is

also a simple current.

Remark 4.1.3. If V is C2-cofinite and of CFT-type, then the fusion algebra for V is

associative so that we can apply the lemma above.

4.2 Simple current extensions

Let V 0 be a simple rational VOA and D a finite abelian group. Let {V α | α ∈ D} be a

set of irreducible V 0-modules indexed by D.

Lemma 4.2.1. Assume that a direct sum ⊕α∈DV α carries a structure of a VOA such

that 0 6= V α · V β ⊂ V α+β. It is simple if and only if all V α, α ∈ D, are inequivalent

irreducible V 0-modules.
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Proof: Assume that VD is simple. Then the automorphism group of VD contains a

group isomorphic to the dual group D∗ of an abelian group D because VD is D-graded.

It is clear that the D∗-invariants of VD is exactly V 0. Therefore, by Theorem 3.9.1, each

V α is an irreducible V 0-modules.

Conversely, if {V α | α ∈ D} is a set of inequivalent irreducible V 0-modules such that

VD = ⊕α∈DV α forms a D-graded vertex operator algebra, then VD must be simple because

of the density theorem.

By the lemma above, we introduce the following definition.

Definition 4.2.2. A D-graded extension VD of V 0 is a simple VOA with the shape

VD = ⊕α∈DV α whose vacuum element and Virasoro element are given by those of V 0 and

vertex operations in VD satisfies Y (uα, z)vβ ∈ V α+β((z)) for any uα ∈ V α and vβ ∈ V β.

By the following lemma we can obtain a uniqueness of VOA-structure of a D-graded

extension.

Proposition 4.2.3. ([DM3, Proposition 5.3]) Suppose that the space of V 0-intertwining

operators of type V α × V β → V α+β is one dimensional. Then the VOA structure of a

D-graded extension VD of V 0 over C is unique.

Proof: Assume that we have two vertex operator maps Y 1(·, z) and Y 2(·, z) on

⊕α∈DV α such that both of them provide D-graded extensions of V 0. Then by assumption

there are non-zero scalars c(α, β) ∈ C such that Y 2(xα, z)xβ = c(α, β)Y 1(xα, z)xβ for any

xα ∈ V α, xβ ∈ V β. Since Y i(1l, z) = idVD
for i = 1, 2, c(0, α) = 1 for all α ∈ D. By the

skew-symmetry, we have c(α, β) = c(β, α). Moreover, by the commutativity

(z1 − z2)
N1Y i(xα, z1)Y

i(xβ, z2)x
γ = (z1 − z2)

N1Y i(xβ, z2)Y
i(xα, z1)x

γ

and the associativity

(z0 + z2)
N2Y i(xα, z0 + z2)Y

i(xβ, z2)x
γ = (z2 + z0)

N2Y i(Y i(xα, z0)x
β, z2)x

γ,

we have the following relations:

c(α, β + γ)c(β, γ) = c(β, α + γ)c(α, γ) = c(α, β)c(α + β, γ).

Namely, c(·, ·) ∈ H2(D,C∗) and hence defines an abelian central extension of D by C.

Since D is a direct sum of finite cyclic groups and C is algebraically closed, such an exten-

sion splits by Theorem 3.2 of [Kar]. This means that there exists a coboundary t : D → C∗

such that c(α, β) = t(α)t(β)/t(α + β) for all α, β ∈ D. Now define a linear map ψ from

(VD, Y 1(·, z)) to (VD, Y 2(·, z)) by ψ(xα) = t(α)xα for xα ∈ V α. Then ψY 1(xα, z)xβ = t(α+
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β)Y 1(xα, z)xβ = c(α, β)t(α + β)Y 2(xα, z)xβ = t(α)t(β)Y 2(xα, z)xβ = Y 2(ψxα, z)ψxβ.

Therefore, ψ defines an isomorphism between two vertex operator algebra structures

(VD, Y 1(·, z)) and (VD, Y 2(·, z)).

Now we present a definition of simple current extensions.

Definition 4.2.4. A D-graded extension VD = ⊕α∈DV α is said to be a D-graded simple

current extension if all V α, α ∈ D, are simple current V 0-modules.

The VOA structure of a simple current extension is unique over C by Proposition

4.2.3. But it is usually a difficult problem to determine whether a module is a simple

current or not. On this problem, We can use Lemma 4.1.2.

Proposition 4.2.5. Let V 0 be a simple rational C2-cofinite VOA of CFT-type, and let

VD = ⊕αV α be a D-graded extension of V 0. If we have the fusion rules V α × V β = V α+β

for all α, β ∈ D, then VD is a D-graded simple current extension of V 0.

Proof: By Corollary 3.7.6, the fusion algebra for V 0 is associative. Then the asser-

tion directly follows from Lemma 4.1.2.

Next we introduce a notion of equivalent extensions. Let σ be an automorphism of

V 0 and denote by (V α)σ the σ-conjugate V 0-module of V α for α ∈ D. If we have a D-

graded extension VD = ⊕α∈DV α of V 0, then we can construct another D-graded extension

(VD)σ = ⊕α∈D(V α)σ in the following way. By definition, there exist linear isomorphisms

ϕα : V α → (V α)σ such that Y(V α)σ(a, z)ϕα = ϕαYV α(σa, z) for all a ∈ V 0. For a ∈ V α

and b ∈ V β, define the vertex operation in (VD)σ = ⊕α∈D(V α)σ by

Y(VD)σ(ϕαa, z)ϕβb := ϕα+βYVD
(a, z)b.

Since Y(VD)σ(·, z)|(V α)σ×(V β)σ is a V 0-intertwining operator of type (V α)σ × (V β)σ →
(V α+β)σ, ((VD)σ, Y(VD)σ(·, z)) also forms a D-graded extension of V 0. Moreover, if VD

is a D-graded simple current extension of V 0, then so is (VD)σ. We call (VD)σ the σ-

conjugate of VD. It is clear from its construction that VD and (VD)σ are isomorphic as

VOAs even if {V α | α ∈ D} and {(V α)σ | α ∈ D} are distinct sets of inequivalent

V 0-modules. Therefore, we introduce the following definition.

Definition 4.2.6. Two D-graded simple current extensions VD = ⊕α∈DV α and ṼD =

⊕α∈DṼ α are said to be equivalent if there exists a VOA-isomorphism Φ : VD → ṼD such

that Φ(V α) = Ṽ α for all α ∈ D.

The following are clear from its definition.

Lemma 4.2.7. Let σ be an automorphism of V 0. Let VD be a D-graded extension of

V 0 and (VD)σ the σ-conjugate of VD. Then the VD and (VD)σ form equivalent D-graded

extensions of V 0.
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Lemma 4.2.8. Suppose that VD is a D-graded extension of V 0. For an automorphism

σ ∈ Aut(V 0), assume that there is an automorphism Ψ on VD such that Ψ(V 0) = V 0 and

Ψ|V 0 = σ. Then as sets of inequivalent irreducible V 0-modules, {Ψ−1V α | α ∈ D} and

{(V α)σ | α ∈ D} are the same.

Proof: Denote YVD
(·, z)|V 0⊗V α by Yα(·, z). By definition, we can take linear isomor-

phisms ϕα : V α → (V α)σ such that Y(V α)σ(a, z)ϕα = ϕαYα(σa, z) for all a ∈ V 0. Define

Ψα : Ψ−1V α → (V α)σ by Ψα = ϕα ◦Ψ|Ψ−1V α . Then for a ∈ V 0 we have

Y(V α)σ(a, z)Ψα = Y(V α)σ(a, z)ϕαΨ = ϕαYα(σa, z)Ψ

= ϕαYα(Ψa, z)Ψ = ϕαΨYVD
(a, z)|Ψ−1V α = ΨαYVD

(a, z)|Ψ−1V α .

Therefore, Ψα is a V 0-isomorphisms. Hence, we get the assertion.

Conversely, we have the following lifting property which is due to Shimakura [Sh]:

Proposition 4.2.9. ([Sh]) Let VD = ⊕α∈DV α be a D-graded simple current extension of

V 0. If σ ∈ Aut(V 0) satisfies {(V α)σ | α ∈ D} = {V α | α ∈ D}, then there is a lifting

σ̃ ∈ Aut(VD) of σ such that σ̃V 0 = V 0 and σ̃|V 0 = σ. This lifting is unique up to multiples

of D∗.

Proof: Let ϕα : V α → (V α)σ be a canonical linear isomorphism such that

Y(V α)σ(x0, z)ϕα = ϕαYV α(σx0, z)

for all x0 ∈ V 0. By assumption, there is a permutation ρ : D → D such that (V α)σ ' V ρ(α)

as V 0-modules. Since all V α, α ∈ D, are simple current V 0-modules, the permutation

satisfies the group homomorphism condition: ρ(α + β) = ρ(α) + ρ(β) for any α, β ∈
D. Take a V 0-isomorphism ψα : (V α)σ ∼→ V ρ(α) for each α ∈ D and define a linear

isomorphism Φ on VD by Φ|V α = ψα ◦ ϕα. Let YVD
(·, z) be the vertex operator map on

VD. We define a new vertex operator map on VD by

Ỹ (·, z) := Φ−1YVD
(Φ ·, z)Φ.

Then (VD, Ỹ (·, z)) also forms a D-graded simple current extension of V 0. Then by the

proof of Proposition 4.2.3, there is a 2-coboundary t : D → C∗ such that

Ỹ (·, z) =
t(α + β)

t(α)t(β)
YVD

(·, z). (4.2.1)

We may choose the coboundary t such that t(0) = 1. Now define a linear isomorphism Φ̃

on VD by Φ̃|V α = t(α)Φ|V α for α ∈ D. Then by (4.2.1) we have

Φ̃YVD
(xα, z)xβ = YVD

(Φ̃xα, z)Φ̃xβ

for any xα ∈ V α and xβ ∈ V β. Namely, Φ̃ ∈ Aut(VD). Since Φ̃|V 0 = σ−1 · idV 0 , the desired

automorphism is given by Φ̃−1. The rest of the assertion is clear by Schur’s lemma
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4.3 Twisted algebra Aλ(D,SW )

We keep the setup of Section 4.2. Let W be an irreducible V 0-module. In this subsection

we describe a construction of the twisted algebra from W and V α, α ∈ D. Since all V α,

α ∈ D, are simple current V 0-modules, all V α £V 0 W , α ∈ D, are also irreducible V 0-

modules. By the results of Huang [H1] [H4], fusion products among V 0-modules satisfy the

associativity. Therefore V α£V 0W 6= 0 for all α ∈ D and DW := {α ∈ D | V α£V 0W ' W}
forms a subgroup of D. Set SW := D/DW . Then SW naturally admits an action of D.

By definition, DW acts on SW trivially. Let s ∈ SW and take a representative α ∈ D such

that s = α +DW . We should note that irreducible V 0-modules V α £V 0 W and V β £V 0 W

are isomorphic if and only if α − β ∈ DW . Thus, the equivalent class of V α £V 0 W is

independent of choice of a representative α in α + DW and hence determined uniquely.

So for each s ∈ SW , we define W s := V α £V 0 W after fixing a representative α ∈ D such

that s = α + DW .

Let α, β, γ ∈ D and s ∈ SW . It follows from the associativity of fusion products that

V α£V 0W s = W s+α, where s+α denotes the action of α ∈ D to s ∈ SW . Take basis Iα
s (·, z)

of the 1-dimensional spaces of V 0-intertwining operators of type V α ×W s → W s+α. By

an associative property of V 0-intertwining operators (cf. [H1] [H4]), there are (non-zero)

scalars λs(α, β) ∈ C such that the following equality holds:

〈ν, Iα
s+β(xα, z1)I

β
s (xβ, z2)w

s〉 = λs(α, β)〈ν, Iα+β
s (YVD

(xα, z0)x
β, z2)w

s〉|z0=z1−z2 ,

where xα ∈ V α, xβ ∈ V β, ws ∈ W s and ν ∈ (W s+α+β)∗. We normalize intertwining

operators I0
s (·, z) to satisfy I0

s (1l, z) = idW s . In other words, I0
s (·, z) are vertex operators

on V 0-modules W s. By considering

〈ν ′, Iα
s+β+γ(x

α, z1)I
β
s+γ(x

β, z2)I
γ
s (xγ, z3)w

s〉,

we can deduce a relation

λs+γ(α, β)λs(α + β, γ) = λs(α, β + γ)λs(β, γ).

By the normalization I0
s (1l, z) = idW s , the λs(·, ·)’s above also satisfy a condition λs(0, α) =

λs(α, 0) = 1 for all α ∈ D and s ∈ SW . Using λs(α, β), we introduce the twisted

algebra. Let q(s), s ∈ SW , be formal symbols and CSW := ⊕s∈SW
Cq(s) a linear space

spanned by them. We define a multiplication on CSW by q(s) · q(t) := δs,tq(s). Then

CSW becomes a semisimple commutative associative algebra isomorphic to C⊕|SW |. Let

U(CSW ) := {∑s∈SW
µsq(s) | µs ∈ C∗} be the set of units in CSW . Then U(CSW ) forms

a multiplicative group in CSW . Define an action of α ∈ D on CSW by q(s)α := q(s− α).

Then U(CSW ) is a multiplicative right D-module. Set λ̄(α, β) =
∑

s∈SW
λs(α, β)−1q(s) ∈
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U(CSW ). Then λ̄(·, ·) defines a 2-cocycle D×D → U(CSW ) because it satisfies a 2-cocycle

condition

λ̄(α, β)γ · λ̄(α + β, γ) = λ̄(α, β + γ) · λ̄(β, γ).

Since the space of V 0-intertwining operators of type V α ×W s → W s+α is 1-dimensional,

λ̄ is unique up to 2-coboundaries. Namely, λ̄ defines an element of the second cohomology

group H2(D,U(CSW )). Let C[D] = ⊕α∈DCeα be the group ring of D and set

Aλ(D,SW ) := C[D]⊗
C
CSW =

{∑
µα,se

α⊗ q(s) | α ∈ D, s ∈ SW , µα,s ∈ C
}

and define a multiplication ∗ on Aλ(D,SW ) by

eα⊗ q(s) ∗ eβ ⊗ q(t) := λt(α, β)−1eα+β ⊗ q(s)β · q(t).

Then Aλ(D,SW ) equipped with the product ∗ forms an associative algebra with the unit

element
∑

s∈SW
e0⊗ q(s). We call Aλ(D,SW ) the twisted algebra associated to a pair

(D,SW ).

Remark 4.3.1. The algebra Aλ(D,SW ) is called the generalized twisted double in [DY].

It naturally appears in the orbifold theory, and has been studied in many papers. For

reference, see [DVVV] [DM3] [DY] [Mas].

Take an s ∈ SW and set C[D]⊗ q(s) := ⊕α∈DCeα⊗ q(s). Then C[D]⊗ q(s) is a

subalgebra of Aλ(D,SW ). It has a subalgebra C[DW ]⊗ q(s) := ⊕α∈DW
Ceα⊗ q(s) which

is isomorphic to the twisted group algebra Cλs [DW ] of DW associated to a 2-cocycle

λs(·, ·)−1 ∈ Z2(DW ,C). There is a one-to-one correspondence between the category of

Cλs [DW ]-modules and the category of Aλ(D,SW )-modules given as below:

Theorem 4.3.2. ([Mas] [DY, Theorem 3.5]) The functors

Ind
Aλ(D,SW )

Cλs [DW ]
: M ∈ Cλs [DW ]-Mod 7→ C[D]⊗ q(s)

⊗

C[DW ]⊗ q(s)

M ∈ Aλ(D,SW )-Mod,

Red
Aλ(D,SW )

Cλs [DW ]
: N ∈ Aλ(D,SW )-Mod 7→ e0⊗ q(s)N ∈ Cλs [DW ]-Mod

define equivalences between the module categories Cλs [DW ]-Mod and Aλ(D,SW )-Mod. In

particular, Aλ(D,SW ) is a semisimple algebra.

4.4 Representation theory

We keep the setup of the previous section. In this section we study VD-modules.



58 CHAPTER 4. SIMPLE CURRENT EXTENSIONS OF VOAS

4.4.1 Untwisted modules

Let M be an indecomposable VD-module. Since V 0 is regular, we can find an irreducible

V 0-submodule W of M . We use the same notation for DW , SW , Aλ(D,SW ) and Cλs [DW ]

as previously. We should note that the definition of DW is independent of the choice of

an irreducible component W . One can show the following.

Lemma 4.4.1. All V α ·W = {∑ anw | a ∈ V α, w ∈ W,n ∈ Z}, α ∈ D, are non-trivial

irreducible V 0-submodules of M .

Proof: Recall the associativity and the commutativity of vertex operators. Let x, y

be any elements in a VOA and v be any element in a module. Then there exist N1, N2 ∈ N
such that

(z1 − z2)
N1Y (x, z1)Y (y, z2)v = (z1 − z2)

N1Y (y, z2)Y (x, z1)v,

(z0 + z2)
N2Y (x, z0 + z2)Y (y, z2)v = (z2 + z0)

N2Y (Y (x, z0)y, z2)v.

The first equality is called the commutativity and the second is called the associativity of

vertex operators. An integer N1 depends on x and y, whereas N2 does not only on x and

y but also on v. Using the associativity, we can show that V α · (V β ·W ) ⊂ (V α ·V β) ·W =

V α+β ·W . In particular, all V α ·W , α ∈ D, are V 0-submodules. We show that V α ·W
is not zero and then we prove that it is irreducible. If V α ·W = 0, then by the iterate

formula

(a(m)b)(n) =
∞∑
i=0

(−1)i

(
m

i

)
{a(m−i)b(n+i) − (−1)mb(m+n−i)a(i)},

we obtain V nα ·W = 0 for n = 1, 2, . . . . But D is a finite abelian, we arrive at V 0 ·W = 0,

a contradiction. Therefore, V α ·W 6= 0 for all α ∈ D. Next, assume that there exists a

proper non-trivial V 0-submodule X in V α ·W . Then we have V −α ·X ⊂ V −α · (V α ·W ) ⊂
(V −α · V α) ·W = V 0 ·W = W and hence we get V −α ·X = W because W is irreducible.

Then we obtain V α ·W = V α · (V −α ·X) ⊂ (V α ·V −α) ·X = V 0 ·X = X, a contradiction.

Therefore, V α ·W is a non-trivial and irreducible V 0-submodule of M .

Remark 4.4.2. We note that in the proof above we do not use the condition that V α are

simple currents. Thus Lemma 4.4.1 is true even if VD is just a D-graded extension.

Let D =
⊔n

i=1(t
i + DW ) be a coset decomposition of D with respect to DW . Set

VDW +ti := ⊕α∈DW
V α+ti . Then VDW

forms a sub VOA of VD, which is a DW -graded

simple current extension of V 0, and VD = ⊕n
i=1VDW +ti forms a D/DW -graded simple

current extension of VDW
. As we have assumed that M is an indecomposable VD-module,

every irreducible V 0-submodule is isomorphic to one of V ti £V 0 W , i = 1, . . . , n.
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Remark 4.4.3. Let MDW +ti be the sum of all irreducible V 0-submodules of M isomorphic

to V ti £V 0 W . Then we have the following decomposition of M into a direct sum of

isotypical V 0-components with a D/DW -grading:

M =
n⊕

t=1

MDW +ti , VDW +ti ·MDW +tj = MDW +ti+tj .

In particular, if M is irreducible under VD, then each MDW +ti is an irreducible VDW
-

module. Thus, viewing VD as a D/DW -graded simple current extension of VDW
, we can

regard M as a D/DW -stable VD-module (for the D/DW -stability, see Definition 4.2.8

below).

For each s ∈ SW , we set W s = V s £V 0 W by abuse of notation (because it is well-

defined). Since all V α, α ∈ D, are simple current V 0-modules, there are unique V 0-

intertwining operators Iα
s (·, z) of type V α × W s → W s+α up to scalar multiples. We

choose I0
s (·, z) to satisfy the condition I0

s (1l, z) = idW s , i.e., I0
s (·, z) defines the vertex

operator on a V 0-module W s for each s ∈ SW . Then, by Huang [H1] [H4], there exist

scalars λs(α, β) ∈ C such that

〈ν, Iα
s+β(xα, z1)I

β
s (xβ, z2)w〉 = λs(α, β)〈ν, Iα+β

s (YVD
(xα, z0)x

β, z2)w〉|z0=z1−z2 , (4.4.1)

where xα ∈ V α, xβ ∈ V β, w ∈ W s and ν ∈ (W s+α+β)∗. Then by the same procedure as

in the previous section, we can find the 2-cocycle λ̄(·, ·) ∈ H2(D, U(CSW )) and construct

the twisted algebra Aλ(D,SW ). By assumption, M is a direct sum of some copies of

W s, s ∈ SW , as a V 0-modules so that we have M ' ⊕s∈SW
W s⊗HomV 0(W s, M). Set

U s := HomV 0(W s,M). Clearly, all of U s, s ∈ SW , are not zero because of Lemma 4.4.1.

On W s⊗U s, the vertex operator of xα ∈ V α can be written as

YM(xα, z)|W s⊗Us = Iα
s (xα, z)⊗φs(α) (4.4.2)

with some φs(α) ∈ HomC(U s, U s+α). Using (4.4.1) we can show that

φs+β(α)φs(β) = λs(α, β)−1φs(α + β)

and hence we can define an action of Aλ(D,SW ) on ⊕s∈SW
U s by eα⊗ q(s) ·µ := δs,tφs(α)µ

for µ ∈ U t.

Lemma 4.4.4. Under the action above, ⊕s∈SW
U s becomes an Aλ(D,SW )-module.

Then we have

Proposition 4.4.5. Suppose that M is irreducible under VD. Then U s is an irreducible

Cλs [DW ]-module for every s ∈ SW . Moreover, ⊕s∈SW
U s is an irreducible Aλ(D,SW )-

module.
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Proof: Since W s⊗U s is an irreducible VDW
-submodule of M , U s is an irreducible

Cλs [DW ]-module. Moreover, there is a canonical Aλ(D,SW )-homomorphism from P =

Aλ(D,SW )⊗C[DW ]⊗ q(s) U s = {C[D]⊗ q(s)}⊗C[DW ]⊗ q(s) U s to ⊕s∈SW
U s. As

P =
⊕
t∈SW

et⊗ q(s) ⊗
C[DW ]⊗ q(s)

U s

and is irreducible under Aλ(D,SW ) by Theorem 4.3.2, we see that U t = et⊗ q(s)⊗U s

and hence P = ⊕s∈SW
U s. Consequently, ⊕s∈SW

U s is also irreducible under Aλ(D,SW ).

Corollary 4.4.6. If M is an irreducible VD-module, then irreducible V 0-components W s

and W t have the same multiplicity in M for all s, t ∈ SW .

Proof: Because U s and U t have the same dimension.

Theorem 4.4.7. Let V 0 be a rational C2-cofinite vertex operator algebra of CFT-type, and

let VD = ⊕α∈DV α be a D-graded simple current extension of V 0. Then an indecomposable

VD-module M is completely reducible under VD. Consequently, VD is regular. As a V 0-

module, an irreducible VD-submodule of M has the shape ⊕s∈SW
W s⊗U s with each U s an

irreducible C[DW ]⊗ q(s) ' Cλs [DW ]-module for all s ∈ SW . Moreover, all U t, t ∈ SW ,

are determined by one of them, say U s, by the following rule:

U t ' Red
Aλ(D,SW )

Cλt [DW ]
Ind

Aλ(D,SW )

Cλs [DW ]
U s.

Proof: Since M = ⊕s∈SW
W s⊗HomV 0(W s,M) and the space ⊕s∈SW

HomV 0(W s,M)

carries a structure of a module for a semisimple algebra Aλ(D,SW ) by Proposition 4.4.5,

M is also a completely reducible VD-module because of (4.4.2). Since V 0 is regular, all

VD-modules are completely reducible. So VD is also regular. Now assume that M is an

irreducible VD-module. The decomposition is already shown. It remains to show that U t is

determined by U s by the rule as stated. It is shown in the proof of Proposition 4.4.5 that

U t = et⊗ q(s)⊗U s. It is easy to see that et⊗ q(s)⊗U s = Red
Aλ(D,SW )

Cλt [DW ]
Ind

Aλ(D,SW )

Cλs [DW ]
U s.

The proof is completed.

By the theorem above and Theorem 4.3.2, the number of inequivalent irreducible VD-

modules containing W as a V 0-submodule is equal to dimC Z(Cλs [DW ]). In particular, if

DW = 0, then the structure of a VD-module containing W is uniquely determined by its

V 0-module structure. For convenience, we introduce the following notion.

Definition 4.4.8. An irreducible VD-module N is said to be D-stable if DW = 0 for some

irreducible V 0-submodule W .

It is obvious that the definition of the D-stability is independent of the choice of an

irreducible V 0-submodule W . Let N i, i = 1, 2, 3, be irreducible D-stable VD-modules, and
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let W i be irreducible V 0-submodules of N i for i = 1, 2, 3. Set W i,α := V α £V 0 W i. Then

W i,α ' W i,β as V 0-modules if and only if α = β, and N i as a V 0-module is isomorphic

to ⊕α∈DW i,α. We expect that the following lemma would be used in our future study.

Theorem 4.4.9. (The lifting property) Let N i = ⊕α∈DW i,α be as above. Then for a

V 0-intertwining operator I(·, z) of type W 1,0 ×W 2,0 → W 3,0, there is a VD-intertwining

operator Ĩ(·, z) of type N1 ×N2 → N3 such that the restriction of Ĩ(·, z) on W 1,0⊗W 2,0

is equal to I(·, z). In particular, we have the following isomorphism:
(

N3

N1 N2

)

VD

'
⊕
α∈D

(
W 3,α

W 1,0 W 2,0

)

V 0

.

In the above,
(

N3

N1 N2

)
VD

denotes the space of VD-intertwining operators of type N1×N2 →
N3.

Proof: It is obvious from Proposition 3.1.5 that the above linear map is injective.

So we only have to prove the first assertion. By assumption, we have D-graded decom-

positions X = ⊕α∈DXα, W = ⊕α∈DWα and T = ⊕α∈DT α such that all Xα, W α and Tα,

α ∈ D, are irreducible V 0-submodules. By Theorem 3.7.5, there exist V 0-intertwining

operators Iα,0(·, z) and I0,α(·, z) of type Xα×W 0 → T α and X0×Wα → Tα, respectively

such that

ι−1
20 〈t∗, Iα,0(Y (uα, z0)x

0, z2)w
0〉|z0=z1−z2 = ι−1

12 〈t∗, Y (uα, z1)I
0,0(x0, z2)w

0〉 (4.4.3)

and

ι−1
12 〈t∗, Y (uα, z1)I

0,0(x0, z2)w
0〉 = ι−1

21 〈t∗, I0,α(x0, z2)Y (uα, z1)w
0〉 (4.4.4)

because all V α are simple current V 0-modules, where uα ∈ V α, x0 ∈ X0, w0 ∈ W 0,

t∗ ∈ T ∗, and ι−1
12 f(z1, z2) denotes the formal power expansion of an analytic function

f(z1, z2) in the domain |z1| > |z2| > 0 (cf. [FHL]). Then, again by Theorem 3.7.5, we can

find V 0-intertwining operators Iα,β(·, z) of type Xα ×W β → Tα+β such that

ι−1
12 〈t∗, Y (uα, z1)I

0,β(x0, z2)w
β〉 = ι−1

20 〈t∗, Iα,β(Y (uα, z0)x
0, z2)w

β〉|z0=z1−z2 . (4.4.5)

We claim that Ĩ(xα, z)wβ := Iα,β(xα, z)wβ defines a VD-intertwining operator of type

X ×W → T . We only need to show the associativity and the commutativity of Ĩ(·, z).

Let vβ ∈ V β and wγ ∈ W γ. Then we have

ι−1
120〈t∗, Y (uα, z1)I

β,γ(Y (vβ, z0)x
0, z2)w

γ〉|z0=z3−z2

= ι−1
132〈t∗, Y (uα, z1)Y (vβ, z3)I

0,γ(x0, z2)w
γ〉

= ι−1
342〈t∗, Y (Y (uα, z4)v

β, z3)I
0,γ(x0, z2)w

γ〉|z4=z1−z3

= ι−1
240〈t∗, Iα+β,γ(Y (Y (uα, z4)v

β, z0)x
0, z2)w

γ〉|z4=z1−z3,z0=z3−z2

= ι−1
260〈t∗, Iα+β,γ(Y (uα, z6)Y (vβ, z0)x

0, z2)w
γ〉|z6=z1−z2,z0=z3−z2
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and hence we obtain the following associativity:

〈t∗, Y (uα, z1)I
β,γ(xβ, z2)w

γ〉 = 〈t∗, Iα+β,γ(Y (uα, z0)x
β, z2)w

γ〉|z0=z1−z2 . (4.4.6)

Next we prove the commutativity of Iα,β(·, z). We have

ι−1
201〈t∗, Iβ,α(Y (vβ, z0)x

0, z2)Y (uα, z1)w
0〉|z0=z3−z2

= ι−1
321〈t∗, Y (vβ, z3)I

0,α(x0, z2)Y (uα, z1)w
0〉

= ι−1
312〈t∗, Y (vβ, z3)Y (uα, z1)I

0,0(x0, z2)w
0〉

= ι−1
132〈t∗, Y (uα, z1)Y (vβ, z3)I

0,0(x0, z2)w
0〉

= ι−1
342〈t∗, Y (Y (uα, z4)v

β, z3)I
0,0(x0, z2)w

0〉|z4=z1−z3

= ι−1
204〈t∗, Iα+β,0(Y (Y (uα, z4)v

β, z0)x
0, z2)w

0〉|z0=z3−z2,z4=z1−z3

= ι−1
250〈t∗, Iα+β,0(Y (uα, z5)Y (vβ, z0)x

0, z2)w
0〉|z0=z3−z2,z5=z1−z2

= ι−1
120〈t∗, Y (uα, z1)I

β,0(Y (vβ, z0)x
0, z2)w

0〉|z0=z3−z2 .

Thus, we get the following:

〈t∗, Y (uα, z1)I
β,0(xβ, z2)w

0〉 = 〈t∗, Iβ,α(xβ, z2)Y (uα, z1)w
0〉. (4.4.7)

Then
ι−1
123〈t∗, Y (uα, z1)I

β,γ(xβ, z2)Y (vγ, z3)w
0〉

= ι−1
132〈t∗, Y (uα, z1)Y (vγ, z3)I

β,0(xβ, z2)w
0〉

= ι−1
302〈t∗, Y (Y (uα, z0)v

γ, z3)I
β,0(xβ, z2)w

0〉|z0=z1−z3

= ι−1
230〈t∗, Iβ,α+γ(xβ, z2)Y (Y (uα, z0)v

γ, z3)w
0〉|z0=z1−z3

= ι−1
213〈t∗, Iβ,α+γ(xβ, z2)Y (uα, z1)Y (vβ, z3)w

0〉
and hence we arrive at the following commutativity:

〈t∗, Y (uα, z1)I
β,γ(xβ, z2)w

γ〉 = 〈t∗, Iβ,α+γ(xβ, z2)Y (uα, z1)w
γ〉. (4.4.8)

This completes the proof of Lemma 5.1.12.

Remark 4.4.10. Let M be an irreducible VD-module and W an irreducible V 0-submodule

of M . Even if DW 6= 0, we can apply Theorem 4.4.9 to M as follows. We may consider

VD as a D/DW -graded simple current extension of VDW
as in Remark 4.4.3. Then we

can view M as a D/DW -stable VD-module. So by replacing D by D/DW , we can apply

Theorem 4.4.9 to M .

4.4.2 Twisted modules

Let σ be an automorphism on VD such that V 0 is contained in V
〈σ〉
D , the space of σ-

invariants of VD. Let V
(r)
D be a subspace {a ∈ VD | σa = e2π

√−1 r/|σ|a} for each 0 ≤ r ≤
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|σ| − 1, where |σ| is order of σ. Then V
(r)
D are V 0-submodules of VD so that there is a

partition D =
⊔|σ|−1

i=0 D(i) such that V
(i)
D = ⊕α∈D(i)V α. One can easily verify that D(0) is

a subgroup of D and each D(i) is a coset of D with respect to D(0). Namely, if V 0 ⊂ V
〈σ〉
D ,

then σ is identified with an element of D∗, the dual group of D. Conversely, it is clear

from definition that D∗ is a subgroup of Aut(VD). Thus, we have

Lemma 4.4.11. An automorphism σ ∈ Aut(V ) satisfies V 0 ⊂ V
〈σ〉
D if and only if σ ∈ D∗.

The lemma above tells us that an automorphism σ is consistent with the D-grading

of VD if and only if σ belongs to D∗. We consider σ-twisted VD-modules. Let M be an

indecomposable admissible σ-twisted VD-module. By definition, there is a decomposition

M =

|σ|−1⊕
i=0

M (i)

such that V
(i)
D ·M (j) ⊂ M (i+j). It is obvious that each M (i) is a V 0-module. Let W be

an irreducible V 0-submodule of M (0), and let DW , SW , Aλ(D,SW ) and Cλs [DW ] be as

in Section 4.3. By replacing M by
∑

α∈D V α · W if necessary, we may assume that all

V α £V 0 W , α ∈ DW , are contained in M (0) so that DW is a subgroup of D(0). Since M is

a completely reducible V 0-module, we have the following decomposition:

M =
⊕
s∈SW

W s⊗HomV 0(W s,M),

where we set W s := V s£V 0 W for s ∈ SW by abuse of notation. Set U s := HomV 0(W s,M)

for s ∈ SW . As we did before, we can find a 2-cocycle λ̄ ∈ H2(D, U(CSW )) and a

representation of Aλ(D,SW ) on the space ⊕s∈SW
U s. Thus, by the same argument, we can

show the following.

Theorem 4.4.12. Let σ ∈ D∗(⊂ Aut(VD)). Viewing as a V 0-module, an indecomposable

admissible σ-twisted VD-module M has the shape

M =
⊕
s∈SW

W s⊗U s

such that the space ⊕s∈SW
U s carries a structure of an Aλ(D,SW )-module. In particular,

M is a completely reducible VD-module. If M is irreducible under VD, then each U s, s ∈
SW , is irreducible under C[DW ]⊗ q(s), and also ⊕s∈SW

U s is irreducible under Aλ(D,SW ).

Moreover, for each pair s and t ∈ SW , U s and U t are determined by the following rule:

U t ' Red
Aλ(D,SW )

Cλt [DW ]
Ind

Aλ(D,SW )

Cλs [DW ]
U s.

Hence, all W s, s ∈ SW , have the same multiplicity in M .
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Remark 4.4.13. Since DW ⊂ D(0), we note that the decomposition above is a refinement

of the decomposition M = ⊕i∈Z/|σ|ZM (i).

By the theorem above, VD is σ-rational for all σ ∈ D∗. More precisely, we can prove

that VD is σ-regular, that is, every σ-twisted VD-module is completely reducible (cf. [Y2]).

Corollary 4.4.14. An extension VD is σ-regular for all σ ∈ D∗.

Proof: Let M be a σ-twisted VD-module. Take an irreducible V 0-submodule W of

M , which is possible because V 0 is regular. Then
∑

α∈D V α ·W is a σ-twisted admissible

VD-submodule. As we have shown that VD is σ-rational,
∑

α∈D V α · W is a completely

reducible VD-module. Thus, M is a sum of irreducible VD-submodules and hence M is a

direct sum of irreducible VD-submodules.

4.5 Induced modules

Here we also keep the setup of Section 4.2 and 4.3 Let W be an irreducible V 0-module.

We define the stabilizer DW , the orbit space SW , intertwining operators Iα
s (·, z), where

α ∈ D and s ∈ SW , the twisted algebra Aλ(D,SW ) and the twisted group ring Cλs [DW ] as

in Section 4.3. We set W s := V s £V 0 W for s ∈ SW , as we did previously. Let h(s) be the

top weight of a V 0-module W s, which is a rational number by Theorem 3.6.6. It follows

from definition that the powers of z in an intertwining operator Iα
s (·, z) are contained in

h(α + s) − h(s) + Z. We set χ(α, s) := h(α + s) − h(s) ∈ Q. The following assertion is

crucial for us.

Lemma 4.5.1. The following hold for any α, β ∈ D and s ∈ SW :

(i) χ(α, β + s)− χ(α, s) ∈ Z ; (ii) χ(α, β + s) + χ(β, s)− χ(α + β, s) ∈ Z.

Proof: By Theorem 3.7.5, we have:

〈ν, Iα
s+β(xα, z1)I

β
s (xβ, z2)w

s〉 = εs(α, β)〈ν, Iβ
s+α(xβ, z2)I

α
s (xα, z1)w

s〉, (4.5.1)

〈ν, Iα
s+β(xα, z1)I

β
s (xβ, z2)w

s〉 = λs(α, β)〈ν, Iα+β
s (YVD

(xα, z0)x
β, z2)w

s〉|z0=z1−z2 , (4.5.2)

where xα ∈ V α, xβ ∈ V β, ws ∈ W s, ν ∈ (W s+α+β)∗, εs(α, β) is a suitable scalar in C∗,
and the equals above mean that the left hand side and the right hand side are analytic

extensions of each other. Since all Iα
s (·, z) are intertwining operators among modules

involving simple currents, we note that by the convergence property in [H1] [H4] the

right hand side of (4.5.2) has the form z
χ(α+β,s)+r
2 zs

0f1(z0/z2)|z0=z1−z2 in the domain |z2| >
|z1 − z2| > 0, where r and s are some integers and f1(x) is an analytic function on |x| < 1.

Therefore, we have

(z1 − z2)
N〈µ, Iα

s+β(xα, z1)I
β
s (xβ, z2)w

2〉
= εs(α, β)(z1 − z2)

N〈µ, Iα
s+β(xβ, z2)I

β
s (xα, z2)w

2〉 (4.5.3)



4.5. INDUCED MODULES 65

in the domain |z1| > |z1 − z2| ≥ 0, |z2| > |z1 − z2| ≥ 0 for sufficiently large N . Since

z−χ(α,s)Iα
s (xα, z)ws contains only integral powers of z, both

z
−χ(α,β+s)
1 z

−χ(β,s)
2 〈ν, Iα

s+β(xα, z1)I
β
s (xβ, z2)w

s〉
and

z
−χ(α,s)
1 z

−χ(β,s+α)
2 〈ν, Iα

s+α(xβ, z2)I
β
s+α(xβ, z2)w

s〉
contain only integral powers of z1 and z2. Thus, by (4.5.1), (4.5.3) and the convergence

property in [H1] [H4], we obtain the following equality of the meromorphic functions:

(z1 − z2)
N ι−1

12 z
−χ(α,s+β)
1 z

−χ(β,s)
2 〈ν, Iα

s+β(xα, z1)I
β
s (xβ, z2)w

s〉
= (z1 − z2)

Nεs(α, β)ι−1
21 z

−χ(α,s)
1 z

−χ(β,s+α)
2 · zχ(α,s)−χ(α,s+β)

1 z
χ(β,s+α)−χ(β,s)
2

×〈ν, Iβ
s+α(xβ, z2)I

α
s (xα, z1)w

s〉.
Since the equality above holds for any choices of log z1 and log z2 in the definitions of

zr
1 = er log z1 and zr

2 = er log z2 (cf. [H1] [H4]), we have χ(α, s) − χ(α, s + β) ∈ Z and

χ(β, s + α)− χ(β, s) ∈ Z. This proves (i). The proof of (ii) is similar. By (4.5.2) and the

convergence property in [H1] [H4], we obtain the following equality of the meromorphic

functions:

λs(α, β)−1ι−1
12 z

−χ(α,s+β)
1 z

−χ(β,s)
2 〈ν, Iα

s+β(xα, z1)I
β
s (xβ, z2)w

s〉
= ι−1

20 z
−χ(α+β,s)
2 〈ν, Iα+β

s (YVD
(xα, z0)x

β, z2)w
s〉 · (z2 + z0)

−χ(α,s+β)z
χ(α+β,s)−χ(β,s)
2 |z0=z1−z2 .

Again the equality holds for any choices of log(z1 − z2) and log z2 in the definitions of

(z1 − z2)
r = er log(z1−z2) and zr

2 = er log z2 (cf. [H1] [H4]). Since (z2 + z0)
r = zr

2(1 + z0/z2)
r

and (1 + x)r =
∑

i≥0

(
r
i

)
xi is analytic in the domain |x| < 1, we see that χ(α + β, s) −

χ(α, s + β)− χ(β, s) ∈ Z. This completes the proof of (ii).

By the lemma above, we find that χ(α, s) + Z is independent of s ∈ SW . So we may

set χ(α) := χ(α, s) for α ∈ D. Then by (ii) of Lemma 4.5.1 we find that χ(·) satisfies

the homomorphism condition χ(α + β) + Z = χ(α) + χ(β) + Z. Since χ(α) ∈ Q, there

exists an n ∈ N such that χ defines a group homomorphism from D/DW to Z/nZ =

{j/n + Z | 0 ≤ j ≤ n − 1}. It is clear that χ naturally defines an element χ̂ of D∗ by

χ̂(α) := e−2π
√−1 χ(α). Thus χ gives rise to an element of Aut(VD). In the following, we

will construct irreducible χ̂-twisted VD-modules which contain W as V 0-submodules.

Take an s ∈ SW . Let ϕ be an irreducible representation of Cλs [DW ] on a space U . For

each t ∈ SW , set

U t := Red
Aλ(D,SW )

Cλt [DW ]
Ind

Aλ(D,SW )

Cλs [DW ]
U.

Then each U t, t ∈ SW , is a Cλt [DW ]-module and a direct sum ⊕s∈SW
U s naturally (and

uniquely) carries a structure of an irreducible Aλ(D,SW )-module. Set

IndVD

V 0 (W,ϕ) :=
⊕
s∈SW

W s⊗U s
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and define the vertex operator Ŷ (·, z) of VD on IndVD

V 0 (W,ϕ) by

Ŷ (xα, z)wt⊗µt := Iα
t (xα, z)wt⊗{eα⊗ q(t) · µt}

for xα ∈ V α and wt⊗µt ∈ W t⊗U t. We prove

Theorem 4.5.2. (IndVD

V 0 (W,ϕ), Ŷ (·, z)) is an irreducible χ̂-twisted VD-module.

Proof: Since the powers of z in Ŷ (xα, z) are contained in χ(α) + Z, we only need

to show the commutativity and the χ̂-twisted associativity of vertex operators. We use

a technique of generalized rational functions developed in [DL]. Let xα ∈ V α, xβ ∈ V β,

ws⊗µs ∈ W s⊗U s and ν ∈ IndVD

V 0 (W,ϕ)∗. We note that z−χ(α)Iα
s (xα, z)ws ∈ W s+α((z)).

For sufficiently large N ∈ N, we have

(z1 − z2)
N ι−1

12 z
−χ(α)
1 z

−χ(β)
2 〈ν, Ŷ (xα, z1)Ŷ (xβ, z2)w

s⊗µs〉
= (z1 − z2)

N ι−1
12 z

−χ(α)
1 z

−χ(β)
2 〈ν, Iα

s+β(xα, z1)I
β
s (xβ, z2)w

s

⊗{eα⊗ q(s + β) · (eβ ⊗ q(s) · µs)}〉
= (z1 − z2)

N ι−1
123z

−χ(α)
1 z

−χ(β)
2 〈ν, Iα

s+β(xα, z1)I
β
s (xβ, z2)I

0
s (1l, z3)w

s

⊗{λs(α, β)−1eα+β ⊗ q(s) · µs}〉
= ι−1

345(z3 + z4)
−χ(α)(z3 + z5)

−χ(β)

·〈ν, λs(α, β)Iα+β
s ((z4 − z5)

NYVD
(xα, z4)YVD

(xβ, z5)1l, z3)w
s

⊗{λs(α, β)−1eα+β ⊗ q(s) · µs}〉|z4=z1−z3, z5=z2−z3

= ι−1
354(z3 + z4)

−χ(α)(z3 + z5)
−χ(β)〈ν, Iα+β

s ((z4 − z5)
NYVD

(xβ, z5)YVD
(xα, z4)1l, z3)w

s

⊗{eα+β ⊗ q(s) · µs}〉|z4=z1−z3, z5=z2−z3

= (z1 − z2)
N ι−1

123z
−χ(α)
1 z

−χ(β)
2 〈ν, λs(β, α)−1Iβ

s+α(xβ, z2)I
α
s (xα, z1)I

0
s (1l, z3)w

s

⊗{(λs(β, α)eβ ⊗ q(s + α) ∗ eα⊗ q(s)) · µs}〉
= (z1 − z2)

N ι−1
12 z

−χ(α)
1 z

−χ(β)
2 〈ν, Ŷ (xβ, z2)Ŷ (xα, z1)w

s⊗µs〉.
Therefore, we get the commutativity. Similarly, we have

ι−1
12 z

−χ(α)+N
1 z

−χ(β)
2 〈ν, Ŷ (xα, z1)Ŷ (xβ, z2)w

s⊗µs〉
= ι−1

12 z
−χ(α)+N
1 z

−χ(β)
2 〈ν, Iα

s+β(xα, z1)I
β
s (xβ, z2)w

s⊗{eα⊗ q(s + β) · (eβ ⊗ q(s) · µs)}〉
= ι−1

20 〈ν, λs(α, β)(z2 + z0)
−χ(α)+Nz

−χ(β)
2 Iα+β

s (YVD
(xα, z0)x

β, z2)w
s

⊗{λs(α, β)−1eα+β ⊗ q(s) · µs}〉|z0=z1−z2

= ι−1
20 〈ν, (z2 + z0)

−χ(α)+Nz
−χ(β)
2 Ŷ (YVD

(xα, z0)x
β, z2)w

s⊗µs〉|z0=z1−z2 .

Hence, we obtain the associativity.
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Suppose that a simple VOA V and a finite group G acting on V is given. Then the

G-invariants V G of V , called the G-orbifold of V , is also a simple VOA by [DM1]. It is

an important problem to classify the module category of V G in the orbifold conformal

field theory. It was conjectured in [DVVV] that every irreducible V G-module appears in

a g-twisted V -module for some g ∈ G. In our case, V 0 is exactly the D∗-invariants of the

extension VD. By Theorem 4.5.2, we see that the conjecture is true for a pair (VD, D∗).

Theorem 4.5.3. Let V 0 be a rational, C2-cofinite and CFT-type VOA, and D a finite

abelian group. Assume that VD = ⊕α∈DV α be a D-graded simple current extension of V 0.

Then every irreducible V 0-module W is contained in an irreducible σ-twisted VD-module

for some σ ∈ D∗. Moreover, σ is uniquely determined by W .

4.6 Extension property

At the last of this chapter, we present a useful theorem by which we can make a simple

current extension larger.

Theorem 4.6.1. (The extension property) Let V (0,0) be a simple rational C2-cofinite

VOA of CFT-type, and let D1, D2 be finite abelian groups. Assume that we have a set of

inequivalent irreducible simple current V (0,0)-modules {V (α,β) | (α, β) ∈ D1⊕D2} with D1⊕
D2-graded fusion rules V (α1,β1) £V (0,0) V (α2,β2) = V (α1+α2,β1+β2) for any (α1, β1), (α2, β2) ∈
D1 ⊕ D2. Further assume that all V (α,β), (α, β) ∈ D1 ⊕ D2, have integral top weights

and we have D1- and D2-graded simple current extensions VD1 = ⊕α∈D1V
(α,0) and VD2 =

⊕β∈D2V
(0,β). Then VD1⊕D2 := ⊕(α,β)∈D1⊕D2V

(α,β) possesses a unique structure of a simple

vertex operator algebra as a D1 ⊕D2-graded simple current extension of V (0,0).

Remark 4.6.2. If D2 = Z2 = {0, 1} and the Z2-graded space VD2 = V (0,0) ⊕ V (0,1) is a

simple vertex operator superalgebra, then the following proof with suitable modifications

shows that VD1⊕D2 = ⊕(α,β)∈D1⊕D2V
(α,β) is a simple vertex operator superalgebra with

even part ⊕α∈D1V
(α,0) and odd part ⊕β∈D1V

(β,1).

Proof: First, we note that VD1⊕β := Ind
VD1

V (0,0)V
(0,β) = ⊕α∈D1V

(α,β) has a unique

irreducible VD1-module structure for any β ∈ D2 by Theorem 4.5.2.

Claim. VD1⊕β £VD1
VD1⊕γ = VD1⊕(β+γ) for all β, γ ∈ D2.

Proof of Claim. By the assumption that VD2 is a simple vertex operator algebra, the

restriction of vertex operator map YVD2
(·, z) on V (0,β)⊗V (0,γ) gives a V (0,0)-intertwining

operator of type V (0,β) × V (0,γ) → V (0,β+γ). Since all of VD1⊕β, VD1⊕γ and VD1⊕(β+γ)

are D1-stable irreducible VD1-modules, we can use Theorem 4.4.9 and hence obtain the

VD1-intertwining operators of type VD1⊕β × VD1⊕γ → VD1⊕(β+γ) which is the lifting of the
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vertex operator maps on VD2 . This completes the proof of Claim.

By the claim above, we can take the non-trivial VD1-intertwining operator Iβ,γ(·, z) of

type VD1⊕β × VD1⊕γ → VD1⊕(β+γ) which is the lifting of the vertex operator map on VD2

for each β, γ ∈ D2. By its construction it is normalized such that

I0,γ(1l, z)xγ = xγ, Iβ,0(x
β, z)x0 = ezL(−1)I0,β(x0, z)xβ (4.6.1)

for all β, γ ∈ D2, xβ ∈ VD1⊕β and xγ ∈ VD1⊕γ. Now define a vertex operator map

Ỹ (·, z) : VD1⊕D2 × VD1⊕D2 → VD1⊕D2 by

Ỹ (xα, z)xβ := Iα,β(xα, z)xβ

for xα ∈ VD1⊕α, xβ ∈ VD1⊕β. We claim that Ỹ (·, z) defines a vertex operator algebra

structure on VD1⊕D2 . By our normalization (4.6.1), Ỹ (·, z) satisfies the axioms for the

vacuum vector, and since Iα,β(·, z) satisfies the L(−1)-derivation property, Ỹ (·, z) also

satisfies the L(−1)-derivation property. Therefore, we only need to establish the mutually

commutativity for Ỹ (·, z). In the following, we make it a rule that x(α,β) always denotes

an arbitrary element in V (α,β) for any (α, β) ∈ D1⊕D2. By Theorem 3.7.5 (cf. [H1] [H4]),

there exists a non-zero scalar λα,β,γ,δ such that

(z1 − z2)
N Ỹ (x(0,β), z1)Ỹ (x(0,γ), z2)x

(α,δ) = λα,β,γ,δ(z1 − z2)
N Ỹ (x(0,γ), z2)Ỹ (x(0,β), z1)x

(α,δ).

On the other hand, since VD2 forms a vertex operator algebra, Ỹ (x(0,β), z) and Ỹ (x(0,γ), z)

are mutually local fields on VD2 . Since Ỹ (x(α,0), z) and Ỹ (x(0,β), z) are mutually local fields

on VD1⊕D2 , there is a positive integer N À 0 such that

(z1 − z2)
N(z2 − z3)

N(z3 − z1)
N Ỹ (x(0,β), z1)Ỹ (x(0,γ), z2)Ỹ (x(α,0), z3)x

(0,δ)

= (z1 − z2)
N(z2 − z3)

N(z3 − z1)
N Ỹ (x(α,0), z3)Ỹ (x(0,β), z1)Ỹ (x(0,γ), z2)x

(0,δ)

= (z1 − z2)
N(z2 − z3)

N(z3 − z1)
N Ỹ (x(α,0), z3)Ỹ (x(0,γ), z2)Ỹ (x(0,β), z1)x

(0,δ)

= (z1 − z2)
N(z2 − z3)

N(z3 − z1)
N Ỹ (x(0,γ), z2)Ỹ (x(0,β), z1)Ỹ (x(α,0), z3)x

(0,δ).

Therefore, λα,β,γ,δ = 1∗ and hence Ỹ (x(0,β), z) and Ỹ (x(0,γ), z) are mutually local fields on

VD1⊕D2 . Now recall the n-th normal ordered product ◦n defined in Section 3.2. By our

definition of Ỹ (·, z), we have

Ỹ (x
(α,0)
(n) x(0,β), z) = Ỹ (x(α,0), z) ◦n Ỹ (x(0,β), z).

Then by Dong’s lemma, all Ỹ (x(α,β), z), α ∈ D1, β ∈ D2, are mutually local fields on

VD1⊕D2 . Therefore, (VD1⊕D2 , Ỹ (·, z)) carries a structure of a vertex operator algebra. It is

clear that VD1⊕D2 is simple. Hence, VD1⊕D2 is a D1⊕D2-graded simple current extension

of V (0,0).
∗In the case where D2 = Z2 and VD2 is an SVOA as in Remark 4.6.2, the scalar λα,1,1,δ will be −1.



Chapter 5

Examples of Simple Current
Extensions

We present examples of simple current extensions.

5.1 A theory of semisimple primary vectors

In this section we review a theory of semisimple primary vectors introduced by Li [Li0]

[Li4] [Li5]. Semisimple primary vectors have nice properties so that there are many appli-

cations, for example, simple current extensions of vertex operator algebra [Li0] [Li5] [Li8]

[DLM5], abelian coset construction [Li9] and theta functions defined on vertex operator

algebras [Y2].

Definition 5.1.1. A vector h ∈ V is called a semisimple primary vector if it satisfies the

followings.

(i) L(n)h = δn,0h for n ≥ 0,

(ii) h(n)h = δn,1γ1l for n ≥ 0 with γ ∈ Q,

(iii) h(0) acts on V semisimply.

In addition, if h(0) acts on V with integral eigenvalues, then h is called integral and if h(0)

acts on V with rational eigenvalues, then h is called rational.

For a semisimple primary vector h, we can associate the internal automorphism σ(h) :=

e−2π
√−1 h(0) . Since h(0) is a derivative operator, i.e., [h(0), a(n)] = (h(0)a)(n) for any a ∈ V ,

n ∈ Z, σ(h) defines an element in Aut(V ). The automorphism σ(h) is identical if and

only if h is integral. Using semisimple primary vectors, we can transform structures of a

69
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module. Define

E±(h, z) := exp

( ∞∑
n=1

h(±n)

n
z∓n

)
, (5.1.1)

∆(h, z) := zh(0)E+(−h,−z). (5.1.2)

Lemma 5.1.2. (Lemma 2.15, 3.7, 3.8 in [Li0]) Let W i, i = 1, 2, 3, be V -modules on which

h(0) acts semisimply and let I(·, z) be an intertwining operator of type W 1 ×W 2 → W 3.

Then the following identities hold:

∆(h, z2)I(u1, z0) = I(∆(h, z2 + z0)u
1, z0)∆(h, z2),

I(E−(h, z1)u, z2) = E−(h, z1 + z2)E
−(−h, z2)I(u, z2)

×z
−h(0)

2 E+(h, z2)(z2 + z1)
h(0)E+(−h, z2 + z1),

E−(−h, z1)I(u, z2)E
−(h, z1) = I(∆(h, z2 − z1)∆(−h, z2)u, z2).

Proposition 5.1.3. ([Li0] [Li2]) Let h be a semisimple primary vector and (M,YM(·, z))

a V -module. Then (M, YM(∆(h, z)·, z)) is a σ(h)-twisted V -module. Moreover, it is irre-

ducible if and only if M is irreducible. We will denote it simply by M̃ .

By the proposition above, there exist a canonical linear isomorphism φ : M → M̃ such

that YM(a, z)φ = φYM̃(∆(h, z)a, z) for all a ∈ V .

Proposition 5.1.4. Let h be an integral semisimple primary vector. Let W i, i = 1, 2, 3,

be irreducible V -modules on which h(0) acts semisimply and I(·, z) an intertwining operator

of type W 1×W 2 → W 3. Take canonical linear isomorphisms φi : W i → W̃ i, i = 2, 3, such

that YW i(a, z)φi = φY
W̃ i(∆(h, z)a, z) for all a ∈ V . Then φ3I(∆(h, z)·, z)φ−1

2 provides an

intertwining operator of type W 1 × W̃ 2 → W̃ 3.

Since ∆(h, z)∆(−h, z) = ∆(0, z) = 1, the Delta operator ∆(h, z) defines a linear

isomorphism between
(

W 3

W 1 W 2

)
V

and
(

W̃ 3

W 1 W̃ 2

)
V
. By abuse of notation, we denote such

an isomorphism by ∆(h, z). As a corollary of Proposition 5.1.4, We note that Ṽ gives a

simple current V -module.

Corollary 5.1.5. Assume that h is an integral semisimple primary vector. Then Ṽ =

(V, YV (∆(h, z)·, z)) is a simple current V -module.

Proof: It is shown in Lemma 2.4.3 that V ×M = M for all V -module M . Then by

Proposition 5.1.4 we have Ṽ ×M = M̃ .

It is possible to construct a simple current extension of V by Ṽ under the assumption

below.
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Assumption 5.1.6. We assume that ˜̃V as a V -module is isomorphic to V and the con-

stant γ (which is determined by h(1)h = γ1l) is an integer.

Let I(·, z) be an intertwining operator of type W 1×W 2 → W 3 and ui ∈ W i, i = 1, 2.

Recall the transpose operator tI(u2, z)u1 := ezL(−1)I(u1, eπ
√−1 z)u2 which is an intertwin-

ing operator of type W 2 ×W 1 → W 3.

Remark 5.1.7. There are two ways to define the transpose of I(·, z) according to the choice

of square roots of unity, namely ezL−1I(u2, e±π
√−1 z)u1. However, if all W i, i = 1, 2, 3, are

irreducible, then these two intertwining operators differ from the others only by scalar

multiples. Thus there is no essential difference between them.

Let π : V → ˜̃V be a V -isomorphism. Then we can obtain (non-zero) intertwining

operators of type Y 10(·, z) : Ṽ × V → Ṽ and Y 11(·, z) : Ṽ × Ṽ → V by the following

symmetries.
(

V

V V

)
3 YV (·, z)

∆(h,z)−−−−−→
(

Ṽ

V Ṽ

)
transpose−−−−−→ Y 10(·, z) ∈

(
Ṽ

Ṽ V

)

∆(h,z)−−−−−→
( ˜̃V

Ṽ Ṽ

)
π−1−−−−−→ Y 11(·, z) ∈

(
V

Ṽ Ṽ

)
.

Set Y 00(·, z) = YV (·, z) ∈ (
V

V V

)
, Y 01(·, z) = YṼ (·, z) ∈ (

Ṽ
V Ṽ

)
, V 0 := V , and V 1 := Ṽ .

Define a vertex operator Ȳ (·, z) on V 0 ⊕ V 1 by Ȳ (a, z)b := Y ij(a, z)b for a ∈ V i and

b ∈ V j. Then (V 0 ⊕ V 1, Ȳ (·, z), 1l, ω) carries a structure of a VOA if γ is even and an

SVOA if γ is odd.

Theorem 5.1.8. (Theorem 3.9 in [Li0]) (V ⊕ Ṽ , Ȳ (·, z), 1l, ω) is a VOA if γ is even and

is an SVOA if γ is odd.

The assumption ˜̃V ' V always induces a V -isomorphism ˜̃W ' W for every irreducible

V -module W .

Lemma 5.1.9. Let W be an irreducible V -module. Then ˜̃W is isomorphic to W as a

V -module. Furthermore, the operator h(0) acts on each irreducible V -module semisimply

with eigenvalues in either Z or 1
2

+ Z.

Proof: By the following isomorphisms of the space of V -intertwining operators, we

obtain a non-trivial V -intertwining operator J(·, z) of type V ×W → ˜̃W .

(
W

V W

)
'

(
W

W V

)
'

( ˜̃W

W ˜̃V

)
'

( ˜̃W

W V

)
'

( ˜̃W

V W

)
.

Then one can verify that J(1l, z) gives a non-trivial V -isomorphism between W and ˜̃W .

Hence, W and ˜̃W are isomorphic if W is irreducible. Now assume that W is irreducible.
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Since the operator h(0) preserves each L(0)-weight subspace of W , there is an eigen vector

0 6= w ∈ W such that h(0)w = αw with α ∈ C. Since h(0) acts on V semisimply with

integral eigenvalues, it acts on W = V · w semisimply with eigenvalues in α + Z. Take

the canonical linear isomorphism φ : W → ˜̃W such that Y ˜̃W
(a, z)φ = φYW (∆(h, z)a, z).

By a direct calculation, we find that L(0)φ = φ(L(0) + 2h(0) + 2γ). Since W and ˜̃W are

isomorphic, they have the same top weight. Hence, 2α + 2γ ∈ Z and we reach α ∈ 1
2
Z.

By the lemma above, W ⊕ W̃ is invariant under V ⊕ Ṽ in the fusion algebra for V .

So it is natural for us to expect that we can find a V ⊕ Ṽ -module structure in W ⊕ W̃ .

Let πW : W → ˜̃W be a V -isomorphism. Define V -intertwining operators as follows:

Y 00(a, z)w := YW (a, z)w for a ∈ V, w ∈ W,

Y 01(a, z)w̃ := YW̃ (a, z)w̃ for a ∈ V, w̃ ∈ W̃ .

Then define V -intertwining operators Y 10(·, z) ∈ (
W̃

Ṽ W

)
and Y 11(·, z) ∈ (

W
Ṽ W̃

)
by the

following isomorphisms:

(
W

V W

)
3 Y 00(·, z)

transpose−−−−−→
(

W

W V

)
∆(h,z)−−−−−→

(
W̃

W Ṽ

)
transpose−−−−−→ Y 10(·, z) ∈

(
W̃

Ṽ W

)

∆(h,z)−−−−−→
( ˜̃W

Ṽ W̃

)
π−1

W−−−−−→ Y 11(·, z) ∈
(

W

Ṽ W̃

)
.

Then introduce a vertex operator Ȳ (·, z) on W ⊕ W̃ by Ȳ (·, z) := (Y 00 ⊕ Y 01 ⊕ Y 10 ⊕
Y 11)(·, z).

Theorem 5.1.10. (Theorem 3.13 in [Li0]) Let W be an irreducible V -module. Let w ∈ W

be a vector such that h(0)w = αw with α ∈ 1
2
Z. Then

(i) If γ is even and α ∈ Z, then (W ⊕ W̃ , Ȳ (·, z)) is an untwisted V ⊕ Ṽ -module.

(ii) If γ is even and α ∈ 1
2

+ Z, then (W ⊕ W̃ , Ȳ (·, z)) is a Z2-twisted V ⊕ Ṽ -module.

(iii) If γ is odd and α ∈ Z, then (W ⊕ W̃ , Ȳ (·, z)) is a Z2-graded V ⊕ Ṽ -module.

(iv) If γ is odd and α ∈ 1
2

+ Z, then (W ⊕ W̃ , Ȳ (·, z)) is a Z2-twisted V ⊕ Ṽ -module.

Remark 5.1.11. By the theorem above, we note that in the study of simple current exten-

sions by a simple module, Z2-twisted modules for vertex operator superalgebras naturally

appear.

Lifting of intertwining operators. Let W i, i = 1, 2, 3, be irreducible V -modules

on which h(0) acts with eigenvalues in αi + Z, αi ∈ 1
2
Z, respectively. Let φ0 : V → Ṽ ,

φi : W i → W̃ i and φ′i : W̃ i → ˜̃
W i be canonical linear isomorphisms such that YṼ (a, z)φ0 =
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φ0YV (∆(h, z)a, z), Y
W̃ i(a, z)φi = φiYW i(∆(h, z)a, z) and Y ˜̃

W i
(a, z)φ′i = φ′iYW̃ i(∆(h, z)a, z)

for all a ∈ V . Let πi : W i → ˜̃
W i be V -isomorphisms. Note that πi are not determined

uniquely since non-zero scalar multiplications are allowed. We will choose suitable ones

later. Let I00(·, z) be a non-zero V -intertwining operator of type W 1 ×W 2 → W 3. We

assume that dim
(

W 3

W 1 W 2

)
V

= 1. We can get I01(·, z) ∈ (
W̃ 3

W 1 W̃ 2

)
by ∆(h, z) :

(
W 3

W 1 W 2

) 3
I00(·, z) 7→ I01(·, z) ∈ (

W̃ 3

W 1 W̃ 2

)
. On the other hand, we obtain

(
W 3

W 1 W 2

)
3 I00(·, z)

transpose−−−−−→
(

W 3

W 2 W 1

)
∆(h,z)−−−−−→

(
W̃ 3

W 2 W̃ 1

)
transpose−−−−−→

→ I10(·, z) ∈
(

W̃ 3

W̃ 1 W 2

)
∆(h,z)−−−−−→

( ˜̃
W 3

W̃ 1 W̃ 2

)
π−1
3−−−−−→ I11(·, z) ∈

(
W 3

W̃ 1 W̃ 2

)

We claim that a linear operator

Ī(·, z) :=
(
I00 ⊕ I01 ⊕ I10 ⊕ I11

)
(·, z) :

(
W 1 ⊕ W̃ 1

)
⊗

(
W 2 ⊕ W̃ 2

)
→

(
W 3 ⊕ W̃ 3

)

is a V ⊕ Ṽ -intertwining operator if we choose suitable multiples of πi’s. By considering

the following isomorphisms:

(
W 3

W 1 W 2

)
transpose−−−−−→

(
W 3

W 2 W 1

)
∆(2h,z)−−−−−→

( ˜̃
W 3

W 2 ˜̃
W 1

)
transpose−−−−−→

( ˜̃
W 3

˜̃
W 1 W 2

)
'

(
W 3

W 1 W 2

)
,

we can find the following relation with some λ ∈ C.

I00(φ−1
1 φ′−1

1 π1u
1, z)u2 = λE−(−2h, z)φ3φ

′−1
3 π3I

00(u1, z)∆(−2h,−z)u2.

By exchanging π1 by λ−1π1 with π3 fixed, we may assume that λ = 1. Similarly, since both

I00(u1, z) and π−1
3 φ′3φ3I

00(∆(2h, z)u1, z)φ−1
2 φ′−1

2 π2 are V -intertwining operators of type

W 1×W 2 → W 3, we may assume that they are equal after a suitable scalar multiplication

on π2. We should note that the V ⊕ Ṽ -module structures on W i ⊕ W̃ i do not depend on

the choice of πi’s. We introduce a parity function ε(γ, w1) ∈ Z2 for w1 ∈ W 1 ∪ W̃ 1 by

p(γ, w1) = 1 if γ is odd and w1 ∈ W̃ 1 and p(γ, w1) = 0 for the other cases.

Theorem 5.1.12. Assume that
(

W 3

W 1 W 2

)
V

= CI00(·, z). Then the V -intertwining operator

Ī(·, z) = (I00 ⊕ I01 ⊕ I10 ⊕ I11)(·, z) satisfies the following (generalized) Jacobi identity:

z−1
0 δ

(
z1 − z2

z0

)(
z1 − z2

z0

)−α1

Y (φ0a, z1)Ī(w1, z2)w
2

−(−1)ε(γ,w1)ζα1z−1
0 δ

(−z2 + z1

z0

)(
z2 − z1

z0

)−α1

Ī(w1, z2)Y (φ0a, z1)w
2

= z−1
1 δ

(
z2 + z0

z1

) (
z2 + z0

z1

)−α2

Ī(Y (φ0a, z0)w
1, z2)w

2,

(5.1.3)
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where a ∈ V , wi ∈ W i ∪ W̃ i, i = 1, 2, and ζ = eπ
√−1 is the root of unity used in the

transpose-operation. Therefore, Ī(·, z) provides a (V ⊕ Ṽ )-intertwining operator of type

(W 1 ⊕ W̃ 1)× (W 2 ⊕ W̃ 2) → (W 3 ⊕ W̃ 3).

Proof: The proof is too long to write so that we give it in Appendix.

Remark 5.1.13. We note that if both α1 and α2 are integers and γ is odd, then the

intertwining operator Ī(·, z) above is an intertwining operator among untwisted modules

for the SVOA V ⊕ Ṽ , whereas if α1 is integral and α2 is half-integral, then Ī(·, z) is a

Z2-twisted intertwining operator.

5.2 Lattice VOAs as SCE of free bosonic VOAs

5.2.1 Fusion rules for free bosonic VOA

Let h be a finite dimensional linear space with a non-degenerate symmetric bilinear form

〈·, ·〉. Then we can construct the free bosonic VOA Mh(1, 0) as in Section 2.6.1. It is

shown in Section 2.6.1 that the set of inequivalent irreducible Mh(1, 0)-modules is given

by {Mh(1, α) | α ∈ h}. The fusion algebra for Mh(1, 0) has the following structure:

Mh(1, α)×Mh(1, β) = Mh(1, α + β).

Namely, it is isomorphic to the group algebra C[h] associated to the additive group h. We

give a proof of the fusion rule above by using the idea of semisimple primary vectors.

In the following, we identify α ∈ h with α(−1)1l ∈ Mh(1, 0). It is easy to check that

α(−1)1l ∈ Mh(1, 0) is a semisimple primary vector and so we can consider the delta

operator ∆(α, z) associated to α ∈ h. Consider the Mh(1, 0)-module Mh(1, β)(α) :=

(Mh(1, β), YMh(1,β)(∆(α, z) ·, z)).

Lemma 5.2.1. As an Mh(1, 0)-module, Mh(1, β)(α) is isomorphic to Mh(1, α + β).

Proof: Since Mh(1, β) is an irreducible Mh(1, 0)-module, so is Mh(1, β)(α). By defi-

nition, we can take a linear isomorphism φ : Mh(1, β) → Mh(1, β)(α) such that

YMh(1,β)(α)(a, z)φ = φYMh(1,β)(∆(α, z)a, z)

for any a ∈ V . By a direct computation, we find the following relation:

h(n)φ = φ(h(n) + δn,0〈α, h〉).

Therefore, v ∈ Mh(1, β) is a highest weight vector if and only if φv ∈ Mh(1, β)(α) is

a highest weight vector with highest weight α + β. Since Mh(1, β)(α) is irreducible,

Mh(1, β)(α) ' Mh(1, γ) for some γ ∈ h, and hence we have Mh(1, β)(α) ' Mh(1, α + β).
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Since Mh(1, 0) is a simple current module, we note that all Mh(1, α), α ∈ h, are also

simple currents because they are realized as deformations of the simple current Mh(1, 0)

by using the Delta operators. By this fact, one can verity the following:

Proposition 5.2.2. We have the fusion rule Mh(1, α)×Mh(1, β) = Mh(1, α+β) for any

α, β ∈ h.

Proof: Since
(

Mh(1,β)
Mh(1,0) Mh(1,α)

)
Mh(1,0)

= δα,βCYMh(1,α)(·, z) by Lemma 2.4.3, we have

(
Mh(1, γ)

Mh(1, α) Mh(1, β)

)

Mh(1,0)

'
(

Mh(1, γ)(−β)

Mh(1, α) Mh(1, β)(−β)

)

Mh(1,0)

'
(

Mh(1, γ − β)

Mh(1, α) Mh(1, 0)

)

Mh(1,0)

'
(

Mh(1, γ − β)

Mh(1, 0) Mh(1, α)

)

Mh(1,0)

' δα,γ−βCYMh(1,α)(·, z).

Therefore, we have the desired identity Mh(1, α)×Mh(1, β) = Mh(1, α + β).

5.2.2 Construction of lattice VOAs

Let L be a rational lattice in h such that dim h = rank(L). Let C[L] = ⊕α∈LCeα be the

group algebra associated to the additive group L and set

VL := C[L]⊗
C

Mh(1, 0) =
⊕
α∈L

Ceα⊗
C

Mh(1, 0).

Then define

Y0(e
0⊗ a, z) · eα⊗ v := eα⊗YMh(1,0)(∆(α, z)a, z)v

for e0⊗ a ∈ e0⊗Mh(1, 0) and eα⊗ v ∈ VL. Then (VL, Y0(·, z)) is an Mh(1, 0)-module which

is isomorphic to ⊕α∈LMh(1, α). For α ∈ L, we define a linear endomorphism ψα ∈ VL by

ψα · eβ ⊗ v := eα+β ⊗ v.

Namely, ψα = ad(eα)⊗ idMh(1,0). Then ψ0 = idVL
and ψαψβ = ψα+β and so ψ gives rise

to a representation of L on VL. We introduce a (generalized) vertex operator algebra

structure on VL. For xα = eα⊗ a and xβ = eβ ⊗ b, define

ỸVL
(xα, z)xβ := ψα+βE−(−α, z)Y0(ψ−α∆(β, z)xα, z)∆(α,−z)ψ−βxβ

= eα+β ⊗ z〈α,β〉E−(−α, z)YMh(1,0)(∆(β, z)a, z)E+(−α, z)(−z)α(0)b

∈ eα+β ⊗Mh(1, 0){{z}},

where E±(α, z) are defined as in (5.1.1) and (−z)α(0) = (eπ
√−1 z)α(0) .
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Remark 5.2.3. We note that the map above is exactly the Mh(1, 0)-intertwining operator

of type Mh(1, α)×Mh(1, β) → Mh(1, α + β) which we constructed in Proposition 5.2.2.

By a similar computation as in the proof of Theorem 5.1.12, we can show the following

Jacobi identity:

Theorem 5.2.4. ([DLM5, Theorem 3.5]) Let xα ∈ eα⊗Mh(1, 0), α ∈ L. Then the

following identity holds:

z−1
0 δ

(
z1 − z2

z0

)(
z1 − z2

z0

)−〈α,β〉
ỸVL

(xα, z1)ỸVL
(xβ, z2)x

γ

−z−1
0 δ

(−z2 + z1

z0

)(
z2 − z1

z0

)−〈α,β〉
ỸVL

(xβ, z2)ỸVL
(xα, z1)x

γ

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−〈α,γ〉
ỸVL

(ỸVL
(xα, z0)x

β, z2)x
γ.

In particular, (VL, ỸVL
(·, z)) forms a generalized vertex algebra in the sense of [DL].

Corollary 5.2.5. Assume that L equipped with 〈·, ·〉 is an integral lattice. Then we have

z−1
0 δ

(
z1 − z2

z0

)
ỸVL

(xα, z1)ỸVL
(xβ, z2)

−(−1)〈α,β〉z−1
0 δ

(−z2 + z1

z0

)
ỸVL

(xβ, z2)ỸVL
(xα, z1)

= z−1
2

(
z1 − z0

z2

)
ỸVL

(ỸVL
(xα, z0)x

β, z2)

for xα ∈ eα⊗Mh(1, 0), xβ ∈ eβ ⊗Mh(1, 0).

Assume that L is integral. Set L0 := {α ∈ L | 〈α, α〉 ∈ 2Z} and L1 := L \ L0.

Then VL = VL0 ⊕ VL1 is a Z2-graded algebra by the corollary above. To obtain vertex

superalgebra structure on VL, we shall need a 2-cocycle on L. Let {α1, . . . , αrank(L)} be

a Z-basis for L. Define ε to be the (uniquely determined) {±1}-valued multiplicative

function on L× L such that

ε(αi, αj) :=





(−1)〈α
i,αj〉+〈αi,αi〉〈αj ,αj〉 if i > j,

(−1)(〈αi,αi〉+〈αi,αi〉2)/2 if i = j,

1 if i < j,

(cf. [FLM] [DL]). Note that ε(α, α) = (−1)(〈α,α〉+〈α,α〉2)/2 and by the bimultiplicability we

have ε(α, β)ε(β, α)−1 = (−1)〈α,β〉+〈α,α〉〈β,β〉 for α, β ∈ L. Then define a vertex operator

map ŶVL
(·, z) on VL by

YVL
(xα, z)xβ := ε(α, β)ỸVL

(xα, z)xβ
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for xα ∈ eα⊗Mh(1, 0), xβ ∈ eβ ⊗Mh(1, 0). Then by Corollary 5.2.5 we have:

Theorem 5.2.6. Let L be an integral lattice in h such that C⊗L ' h. As an L-graded

simple current extension of Mh(1, 0), VL = ⊕α∈LMh(1, α) equipped with YVL
(·, z) carries a

structure of a vertex superalgebra with the even part VL0 and the odd part VL1. Moreover,

if L0 is positive definite, then VL is a vertex operator superalgebra.

Now consider modules for a lattice VOA VL associated to positive definite even lattice

L. By Theorem 5.2.4 we can introduce an irreducible VL-module structure on VL+λ for

each coset λ + L ∈ L◦/L, and it is shown in [D1] that every irreducible VL-module is

isomorphic to some coset module VL+λ. Here we give another construction of VL+λ. As

h ⊂ Mh(1, 0) by identification, we can construct a Delta operator ∆(λ, z) for each λ ∈ L◦.

Proposition 5.2.7. ([Li0]) As a VL-module, (VL, YVL
(∆(λ, z) ·, z)) is isomorphic to VL+λ.

Proof: For simplicity, we denote (VL, YVL
(∆(λ, z) ·, z)) by ṼL. By a direct computa-

tion, we have

YVL
(∆(λ, z)h, z) = YVL

(h, z) + z−1〈λ, h〉
for h ∈ h. Thus ṼL is a completely reducible Mh(1, 0)-module and the set of h-weights of

ṼL is exactly L + λ. Thus ṼL ' VL+λ.

Therefore, all VL-modules are simple currents. The following is a simple corollary.

Theorem 5.2.8. We have the fusion rule VL+λ × VL+µ = VL+λ+µ for any λ, µ ∈ L◦.

Therefore, the fusion algebra for VL is isomorphic to the group algebra C[L◦/L].

5.3 Z2-graded SCE of affine VOAs

In this section we consider an application of Theorem 5.1.8 to the affine VOAs. Here

we consider a relatively simple case, the case of ŝl2(C); the other cases are similar. Let

g = Ce ⊕ Ch ⊕ Cf be the Lie algebra sl2 (C) with the standard Lie brackets [h, e] = 2e,

[h, f ] = −2f and [e, f ] = h. We normalize the invariant bilinear form on g such that

〈h, h〉 = 2. Let ĝ be the corresponding affine Lie algebra of type A
(1)
1 . For any non-

negative integer `, we have an affine VOA Lg(`, 0) as in Section 2.6.3. It is shown in [FZ]

that Lg(`, 0) is rational and irreducible Lg(`, 0)-modules are {Lg(`, j) | j = 0, 1, . . . , `}.
The fusion algebra for Lg(`, 0) has the following structure:

Lg(`, i)× Lg(`, j) =

min{i,j}∑

k=max{0,i+j−`}
Lg(`, i + j − 2k). (5.3.1)

We note that Lg(`, 0) and Lg(`, `) are all the simple current Lg(`, 0)-modules.
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Remark 5.3.1. For 0 ≤ j ≤ `, set χj(τ, z) := trLg(`,j)e
−π
√−1 zh(0)q

L(0)−c/24
τ . Then the

following character formula is well-known (cf. [Wak], for example):

χj(τ, z) =
θj+1,`+2(τ, z)− θ−j−1,`+2(τ, z)

θ1,2(τ, z)− θ−1,2(τ, z)
,

where θn,m(τ, z) :=
∑

j∈Z+ n
2m

e2π
√−1 mzjqmj2

τ . Using the formula above, the following modular

transformation is obtained:

χj(
−1

τ
, τz) =

1

2
√−1

√
2

` + 2
e

1
2
π
√−1 ` z2

τ

∑̀

k=0

{
eπ
√−1

(j+1)(k+1)
`+2 − e−π

√−1
(j+1)(k+1)

`+2

}
χk(τ, z).

Since Ch is the Cartan subalgebra of g, h(0) acts on Lg(`, 0) semisimply with eigenval-

ues in 2Z. Therefore, the set of integral semisimple primary vectors in Ch is 1
2
Zh.

Proposition 5.3.2. We have isomorphisms (Lg(`, j), Y (∆(1
2
h, z) ·, z)) ' Lg(`, ` − j) as

Lg(`, 0)-modules.

Proof: For simplicity, let us denote (Lg(`, j), Y (∆(1
2
h, z) ·, z)) by L̃g(`, j). Then we

can take a canonical linear isomorphism ψ : Lg(`, 0) → L̃g(`, 0) such that Y (a, z)ψ =

ψY (∆(1
2
h, z)a, z) for any a ∈ Lg(`, 0). Then by definition we have

h(n)ψ = ψ(h(n) + δn,0`), e(n)ψ = ψe(n+1), f(n)ψ = ψf(n−1).

Thus ψ1l is a highest weight vector with highest weight ` and L̃g(`, 0) ' Lg(`, `). Now by

the fusion rules (5.3.1) we have L̃g(`, j) ' Lg(`, `− j).

Remark 5.3.3. By ˜̃Lg(`, 0) ' Lg(`, 0), we note that (Lg(`, j), Y (∆(h, z) ·, z)) ' Lg(`, j).

Now by Theorem 5.1.8, we can construct a Z2-graded extension Lg(`, 0) ⊕ Lg(`, `) if

〈1
2
h, 1

2
h〉 = 1

2
` is an integer.

Theorem 5.3.4. ([Li5]) Let ` be an even integer.

(1) If `/2 is even, then the simple current extension Lg(`, 0) ⊕ Lg(`, `) is a simple Z2-

graded vertex operator algebra.

(2) If `/2 is odd, then the simple current extension Lg(`, 0) ⊕ Lg(`, `) is a simple vertex

operator superalgebra.

Remark 5.3.5. If ` is odd, then Lg(`, 0)⊕Lg(`, `) does not form a vertex operator algebra

nor superalgebra. This is due to the failure of the locality. However, it is shown in [Li8]

that by adding some bosonic fields we can define a Z2-graded simple current extension of

Lg(`, 0) even if ` is odd.
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Lattice construction of affine VOAs. Before we end this section, we give an explicit

construction of some affine VOAs. Let L be a root lattice of type A, D or E. Then we

can construct the lattice VOA VL as a simple current extension of the free bosonic VOA

MCL(1, 0). The weight one subspace of VL is

(VL)1 ' CL⊕
⊕
α∈L

〈α,α〉=2

Ceα

and forms a Lie algebra under the 0-th product in VL. Since L(1)(VL)1 = 0, VL possesses

unique invariant bilinear form up to normalization and so the Lie algebra (VL)1 has a

non-degenerate symmetric invariant bilinear form.

Theorem 5.3.6. ([FLM]) The Lie algebra (VL)1 is a simple Lie algebra with a non-

degenerate invariant bilinear form. It’s Cartan subalgebra is CL. Therefore, if L is a root

lattice of type An, Dn or En, then (VL)1 is a simple Lie algebra of type An, Dn or En,

respectively.

Denote the simple Lie algebra (VL)1 by gL. The vertex operators of elements of gL

provide a level 1 representation of the affine Lie algebra ĝL on VL. Therefore, gL generates

a level 1 affine VOA LgL
(1, 0) inside VL. Since VL is generated by its weight one subspace,

we have VL ' LgL
(1, 0). Now consider a tensor product algebra V ⊗ `

L ' VL⊕` of ` copies

of VL. For x ∈ gL, define its diagonal component in V ⊗ `
L by

x̃ := x⊗ 1l⊗ · · ·⊗ 1l + 1l⊗ x⊗ · · ·⊗ 1l + · · ·+ 1l⊗ 1l⊗ · · ·⊗ x ∈ (V ⊗ `
L )1.

Then g̃L := {x̃ ∈ (V ⊗ `
L )1 | x ∈ gL} forms a simple Lie algebra isomorphic to gL and their

vertex operators define a level ` representation of the affine Lie algebra ĝL on V ⊗ `
L . Hence,

g̃L generates a level ` affine VOA LgL
(`, 0) in V ⊗ `

L .

Theorem 5.3.7. ([DL]) The sub VOA of V ⊗ `
L generated by the diagonal components x̃,

x ∈ gL, is isomorphic to LgL
(`, 0). Therefore, we can realize the affine VOA LgL

(`, 0) as

a subalgebra of the lattice VOA VL⊕`.

Remark 5.3.8. By the theorem above, we can also construct the Z2-graded extensions of

the affine VOA associated to ŝl2(C) by using the lattice A⊕`
1 (cf. [LLY]).

5.4 Z2-graded SCE of the unitary Virasoro VOAs

Recall from Section 2.6.4 the unitary series of the Virasoro VOAs LVir(cm, 0) with cm =

1− 6/(m+2)(m+3), m ∈ N. It is shown in [DMZ] [Wan] that LVir(cm, 0) is rational and

all the irreducible LVir(cm, 0)-modules are provided by LVir(cm, h
(m)
r,s ) with

h(m)
r,s =

{r(m + 3)− s(m + 2)}2 − 1

4(m + 2)(m + 3)
, 1 ≤ r ≤ m + 1, 1 ≤ s ≤ m + 2. (5.4.1)
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Note that h
(m)
r,s = h

(m)
m+3−r,m+2−s.

Remark 5.4.1. The q-character of LVir(cm, h
(m)
r,s ) is well-known (cf. [KR]) and given as

follows:

ch
LVir(cm,h

(m)
r,s )

(τ) =
∑

k∈Z
(qb(k) − qa(k))/

∞∏
i=1

(1− qi),

where

a(k) :=
{2(m + 2)(m + 3)k + (m + 3)r + (m + 2)s}2 − 1

4(m + 2)(m + 3)
,

b(k) :=
{2(m + 2)(m + 3)k + (m + 3)r − (m + 2)s}2 − 1

4(m + 2)(m + 3)
.

Set χ
(m)
r,s (τ) := q−cm/24ch

LVir(cm,h
(m)
r,s )

(τ) for 1 ≤ s ≤ r ≤ m + 1. Then following modular

transformation law holds:

χ
(m)
r,s (−1/τ) =

√
8

(m + 2)(m + 3)

∑
1≤j≤i≤m+1

(−1)(r+s)(i+j) sin
πri

m + 2
sin

πsj

m + 3
χ

(m)
i,j (τ).

The fusion rules are computed in [Wan] and given as follows:

LVir(cm, h(m)
r1,s1

)× LVir(cm, h(m)
r2,s2

) =
∑

i∈I, j∈J

LVir(cm, h
(m)
|r1−r2|+2i−1,|s1−s2|+2j−1), (5.4.2)

where
I = {1, 2, . . . , min{r1, r2,m + 2− r1,m + 2− r2}},
J = {1, 2, . . . , min{s1, s2,m + 3− s1,m + 3− s2}}.

By the formula above, we find that only LVir(cm, h
(m)
1,1 ) and LVir(cm, h

(m)
m+1,1) are simple

currents. We also note that h
(m)
1,1 = 0 is the minimal value and h

(m)
m+1,1 = m(m+1)/4 is the

maximal value among h
(m)
r,s , 1 ≤ s ≤ r ≤ m + 1. The fusion rules between LVir(cm, 0) and

LVir(cm, h
(m)
m+1,1) have a Z2-symmetry, so we can expect that LVir(cm, 0)⊕LVir(cm, h

(m)
m+1,1)

forms a Z2-graded simple current extension. We prove that this is true by using Theorem

5.3.4.

Let g and Lg(`, j), 0 ≤ j ≤ `, be as in the previous section. The weight one subspace

Lg(`, 0)1 of Lg(`, 0) is Ce(−1)1l ⊕ Ch(−1)1l ⊕ Cf(−1)1l and forms a simple Lie algebra iso-

morphic to g under the 0-th product in Lg(`, 0). In the following, we identify Lg(`, 0)1

with g. Let m be a positive integer. Let h1, e1, f 1 be the generators of g in Lg(1, 0)

and let hm, em, fm be the generators of g in Lg(m, 0). Then hm+1 := h1⊗ 1l + 1l⊗hm,

em+1 := e1⊗ 1l + 1l⊗ em and fm+1 := f 1⊗ 1l + 1l⊗ fm generate a sub VOA isomorphic to

Lg(m + 1, 0) in the tensor product Lg(1, 0)⊗Lg(m, 0). Denote by Ω1, Ωm and Ωm+1 the

corresponding Virasoro vector of Lg(1, 0), Lg(m, 0) and Lg(m + 1, 0). Then it is shown

in [GKO] [DL] and [KR] that ωm := Ω1⊗ 1l + 1l⊗Ωm − Ωm+1 is also a Virasoro vector
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with central charge cm = 1 − 6/(m + 2)(m + 3) and the subalgebra generated by ωm

is a simple Virasoro VOA LVir(cm, 0). Since a decomposition ωm + Ωm+1 is orthogonal,

Lg(1, 0)⊗Lg(m, 0) contains a sub VOA LVir(cm, 0)⊗Lg(m + 1, 0). This is the famous

GKO-construction of the unitary Virasoro VOAs [GKO]. In [GKO], the following decom-

position law is also established:

Lg(1, ε)⊗Lg(m, j) =
⊕

0≤s≤m+1
s≡j+ε mod 2

LVir(cm, h
(m)
j+1,s+1)⊗Lg(m + 1, s), (5.4.3)

where ε = 0, 1 and 0 ≤ j ≤ m. We note that all LVir(cm, h
(m)
r,s ), 1 ≤ s ≤ r ≤ m+1, appear

in the above decompositions.

Remark 5.4.2. We note that ComLg(1,0)⊗Lg(m,0)(Lg(m, 0)) = LVir(cm, 0).

Now set

U(m) :=





Lg(1, 0)⊗Lg(m, 0)⊕ Lg(1, 0)⊗Lg(m,m) if m is even,

Lg(1, 0)⊗Lg(m, 0)⊕ Lg(1, 1)⊗Lg(m,m) if m is odd.

Then U(m) is a Z2-graded simple current extension of Lg(1, 0)⊗Lg(m, 0) and it is a

simple VOA if m ≡ 0, 3 mod 4 and is a simple SVOA if m ≡ 1, 2 mod 4 by Theorem

5.1.8. The commutant subalgebra of Lg(m + 1, 0) is

ComU(m)(Lg(m + 1, 0)) = LVir(cm, 0)⊕ LVir(cm, h
(m)
m+1,1)

and hence we obtain the desired simple current extension.

Theorem 5.4.3. ([LLY]) The simple current extension LVir(cm, 0) ⊕ LVir(cm, h
(m)
m+1,1) is

a simple Z2-graded vertex operator algebra if m ≡ 0 or 3 mod 4 and is a simple vertex

operator superalgebra if m ≡ 1 or 2 mod 4.

In [LLY], all irreducible LVir(cm, 0) ⊕ LVir(cm, h
(m)
m+1,1)-modules are classified and all

the fusion rules for the extensions are also computed in the case where the extensions

are again vertex operator algebras. Here we give some of their results. Below we denote

LVir(c, h) by L(c, h) for simplicity.

? The case m = 3 : L(4/5, 0)⊕ L(4/5, 3).

Theorem 5.4.4. ([KMY] [LLY]) A VOA L(4
5
, 0)⊕L(4

5
, 3) is rational and every irreducible

module is isomorphic to one of the following:

W (0) := L(4
5
, 0)⊕ L(4

5
, 3), W (2

3
)± := L(4

5
, 2

3
)±,

W (2
5
) := L(4

5
, 2

5
)⊕ L(4

5
, 7

5
), W ( 1

15
)± := L(4

5
, 1

15
)±,

where W (h)− is the σ-conjugate module of W (h)+. The dual modules are as follows:

(W (h)±)∗ ' W (h)∓ if h = 2
3

or 1
15

and W (h)∗ ' W (h) for the others.
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Remark 5.4.5. We may exchange the sign ± since there is no canonical way to determine

the type + and − for the modules W (h)+ and W (h)−. However, if we determine a sign

of one module, then the following fusion rules automatically determine all the signs.

The fusion algebra for W (0) has a natural Z3-symmetry. For convenience, we use the

following Z3-graded names.

A0 := W (0), A1 := W (2
3
)+, A2 := W (2

3
)−,

B0 := W (2
5
), B1 := W ( 1

15
)+, B2 := W ( 1

15
)−.

Theorem 5.4.6. ([M2] [LLY]) The fusion rules for irreducible W (0)-modules are given

as

Ai × Aj = Ai+j, Ai ×Bj = Bi+j, Bi ×Bj = Ai+j + Bi+j,

where i, j ∈ Z3. Therefore, the fusion algebra for W (0) has a natural Z3-symmetry.

? The case m = 4 : L(6/7, 0)⊕ L(6/7, 5).

Theorem 5.4.7. ([LY] [LLY]) A VOA L(6
7
, 0)⊕L(6

7
, 5) is rational and all its irreducible

modules are the following:

N(0) := L(6
7
, 0)⊕ L(6

7
, 5), N(1

7
) := L(6

7
, 1

7
)⊕ L(6

7
, 22

7
), N(5

7
) := L(6

7
, 5

7
)⊕ L(6

7
, 12

7
),

N(4
3
)± := L(6

7
, 4

3
)±, N( 1

21
)± := L(6

7
, 1

21
)±, N(10

21
)± := L(6

7
, 10

21
)±,

where N(h)− is the σ-conjugate module of N(h)+. Also, the dual modules are as follows:

(N(h)±)∗ ' N(h)∓ if h = 4
3
, 1

21
or 10

21
and N(h)∗ ' N(h) for the others.

The fusion algebra for N(0) is also determined in [LY] and [LLY]. To state the fusion

rules, we assign Z3-graded names to irreducible modules (cf. [LY]). Define

C0 := N(0), C1 := N(4
3
)+, C2 := N(4

3
)−,

D0 := N(1
7
), D1 := N(10

21
)+, D2 := N(10

21
)−,

E0 := N(5
7
), E1 := N( 1

21
)+, E2 := N( 1

21
)−.

Theorem 5.4.8. ([LY] [LLY]) The fusion rules for irreducible N(0)-modules are given

as
Ci × Cj = Ci+j,

Ci ×Dj = Di+j,

Ci × Ej = Ei+j,

Di ×Dj = Ci+j + Ei+j,

Di × Ej = Di+j + Ei+j,

Ei × Ej = Ci+j + Di+j + Ei+j,

where i, j ∈ Z3. Therefore, the fusion algebra for N(0) has a natural Z3-symmetry.



Chapter 6

The Moonshine VOA I:
Frenkel-Lepowsky-Muerman
Construction

In this section we consider the famous moonshine vertex operator algebra V \ constructed

by Frenkel-Lepowsky-Muerman [FLM]. The moonshine VOA is constructed as a so-called

Z2-orbifold construction from the lattice VOA VΛ associated to the Leech lattice Λ. The

original proof of the existence of a structure of a vertex operator algebra on V \ in [FLM]

uses many group theoretic results and so seems to be very complicated. After [FLM],

Huang suggested a simple proof of the existence of vertex operator algebra structure on

V \ by using a theory of fusion products in [H3]. In each case, V \ is constructed as a

Z2-graded simple current extension of a Z2-orbifold subalgebra of VΛ.

6.1 Z2-orbifold theory of lattice VOAs

Let (L, 〈·, ·〉) be a positive definite even lattice.

6.1.1 Central extension

Let us review the central extension of L for a while. Let Z2 = 〈κ | κ2 = 1〉 be a group of

order 2 and consider the following central extension:

1 → Z2 ↪→ L̂
π−→ L → 1. (6.1.1)

Let e : L 3 α 7→ eα ∈ L̂ be a section, that is, a map such that π(eα) = α. We may choose

e to satisfy e0 = 1L̂. Then L̂ = {kseα | α ∈ L, s = 0, 1} and we can find a 2-cocycle

ε : L × L → Z2 such that eα · eβ = ε(α, β)eα+β. The cocycle ε depends on the choice

of the section e, but it is known that it is unique up to 2-coboundary. More precisely, it

83
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is known that the set of equivalence classes of central extensions (6.1.1) is in one-to-one

correspondence with the second cohomology group H2(L,Z2) (cf. [FLM]).

One can verify that the commutator map c(α, β) := ε(α, β)ε(β, α)−1 ∈ Z2 is symmetric

bimultiplicative map. It is shown in [FLM] that the central extension (6.1.1) is uniquely

determined by the commutator map c(·, ·) up to equivalence. In the construction of the

lattice VOA VL, we need the twisted relation eα · eβ = κ〈α,β〉eβ · eα for all α, β ∈ L, or

equivalently a central extension (6.1.1) determined by the commutator map c(α, β) =

κ〈α,β〉. We can give such a central extension explicitly. Let A = {α1, . . . , αrank(L)} be a

Z-basis of L. Then define the bimultiplicative map ε : L× L → Z2 by

ε(αi, αj) = κ〈αi,αj〉 if i > j and 1 otherwise.

Then ε defines a 2-cocycle in Z2(L,Z2) and satisfies the relation ε(α, β)ε(β, α)−1 = κ〈α,β〉

for all α, β ∈ L. Hence, we obtain a central extension of type (6.1.1) with the desired

commutator relation. In the following we fix the such above central extension L̂. Let

χ : 〈κ〉 → C∗ be the faithful character defined by χ(κ) = −1. Denote by Cχ the one-

dimensional space C viewed as a 〈κ〉-module on which 〈κ〉 acts according to χ and denote

by C{L} the induced L̂-module C[L̂]⊗C[〈κ〉]Cχ. Then C{L} = SpanC{eα | α ∈ L} and

linearly isomorphic to C[L]. Since 〈κ〉 is a central subgroup, C{L} is an L̂-bimodule and

hence becomes a twisted group algebra.

Let θ : L 3 α 7→ −α ∈ L be the (−1)-isometry. Then θ naturally acts on L̂ by

θ : eα 7→ e−α and κ 7→ κ by our construction of L̂. Let K = {κ〈α,α〉/2(eα)2 | a ∈ L}. Then

πK = 2L and θ(eα) · (e−α) ∈ K for all α ∈ L. Also set R = {α ∈ L | 〈α, L〉 ⊂ 2Z}. Then

2L ⊂ R and the pull-back R̂ of R in L̂ is the center of L̂ and K is a subgroup of R̂. In

particular, K is a normal subgroup of L̂.

Proposition 6.1.1. ([FLM, Proposition 7.4.8]) There are exactly |R/2L| central charac-

ter χ : R̂/K → C∗ of L̂/K such that χ(κK) = −1. For each such χ, there is a unique (up

to equivalence) irreducible L̂/K-module Tχ with central character χ, and every irreducible

L̂/K-module on which κK acts as −1 is equivalent to one of these. In particular, viewing

Tχ as an L̂-module, θeα on Tχ = eα on Tχ for α ∈ L.

6.1.2 Z2-orbifold of lattice VOAs

Let VL be the lattice VOA associated to L. As a linear space, VL is isomorphic to

MCL(1, 0)⊗C{L}, where C{L} described in the previous subsection. Take a Z-basis

A = {α1, . . . , αrank(L)} of L. Then VL has a linear basis

{β1(−n1) · · · βr(−nr)e
γ | βi ∈ A, γ ∈ L, n1 ≥ · · · ≥ nr ≥ 1, r ≥ 0}.



6.1. Z2-ORBIFOLD THEORY OF LATTICE VOAS 85

Let θ : L 3 α 7→ −α ∈ L be the (−1)-isometry on L. Let θ act on VL as follows:

θ : β1(−n1) · · · βr(−nr)e
γ 7→ (−1)r · β1(−n1) · · · βr(−nr)e

−γ.

Then θ above is not only a linear automorphism on VL but also preserves the VOA

structure of VL, namely, θ ∈ Aut(VL). Clearly θ2 = 1 on VL. Thus VL = V +
L ⊕ V −

L where

V ±
L are the eigenspace of θ with eigenvalue ±1. The subalgebra V +

L is often called the

Z2-orbifold or charge conjugate orbifold of VL. By the quantum Galois theory, V +
L is a

simple VOA and V −
L is an irreducible V +

L -module. In the study of V +
L we naturally meet

the θ-twisted representations of VL.

6.1.3 Z2-twisted representations

Set h = C⊗Z L. Consider the twisted affine Lie algebra ĥT = Ct1/2[t, t−1]⊗ h ⊕ Cc with

commutator relations

[tm⊗h, tn⊗ k] = δm+n,0m〈h, k〉c, [ĥT , c] = 0.

We often denote tn⊗h by h(n). As in the untwisted case, we have a triangular decompo-

sition ĥT = ĥ+
T ⊕ ĥ0

T ⊕ ĥ−T with ĥ±T = ⊕n≥0t
±(n+ 1

2
)⊗ h and ĥ0 = Cc, and so we can define a

highest weight ĥT -module Mh(1). Let C a one-dimensional ĥ0
T -module such that c1 = 1.

Viewing C as a trivial ĥ+
T -module, we have the induced module

Mh,T (1) := Ind
U(ĥT )

U(ĥ0
T +ĥ+

T )
C = U(ĥT ) ⊗

U(ĥ0
T +ĥ+

T )

1.

Let Tχ be an irreducible L̂/K-module as in Proposition 6.1.1. Define a twisted space

V
Tχ

L := Mh,T (1)⊗
C

Tχ.

Define the operator Zθ(e
α, z), α ∈ L, of End(V

Tχ

L )[[z
1
2 , z−

1
2 ]] as

Zθ(e
α, z) := 2−〈α,α〉 exp


 ∑

n∈ 1
2
+N

α(−n)

−n
zn


 exp


 ∑

n∈ 1
2
+N

α(n)

n
z−n


⊗ eαz−〈α,α〉/2.

For v = α1(−n1) · · ·αr(−nr)e
β ∈ VL, we define

Wθ(v, z) :=
◦
◦

(
1

(n1 − 1)!
∂zα1(z)

)
· · ·

(
1

(nr − 1)!
∂zαr(z)

)
Zθ(e

β, z)
◦
◦

,

where αi(z) =
∑

n∈ 1
2
+Z αi(n)z−n−1 and the normal ordering ◦

◦A
◦
◦ is inductively defined by

following rule:

◦
◦α(m)X ◦

◦ =





α(m) · ◦◦X ◦
◦ if m < 0,

◦
◦X

◦
◦ · α(m) if m > 0
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for α ∈ h and X ∈ End(V
Tχ

L ). Let cm,n be the complex numbers determined by the

formula

− log

(
(1 + x)1/2 + (1 + y)1/2

2

)
=

∑
m,n≥0

cm,nxmyn,

and then set

∆z :=
∑

m,n∈N

rank(L)∑
i=1

cm,nβ
i(m)βi(n)z−m−n

where {β1, . . . , βrank(L)} is an orthonormal basis of h. Finally we define the θ-twisted

vertex operator associated to a ∈ VL to be

Y
V

Tχ
L

(a, z) := Wθ(e
∆za, z).

Then we have the θ-twisted representation of VL.

Theorem 6.1.2. ([FLM]) The pair (V
Tχ

L , Y
V

Tχ
L

(·, z)) is an irreducible θ-twisted VL-module.

And the following theorem is established in [D2].

Theorem 6.1.3. ([D2]) The set of inequivalent irreducible θ-twisted VL-modules is given

by {(V Tχ

L , Y
V

Tχ
L

(·, z)} where Tχ runs over the irreducible L̂/K-modules described in Propo-

sition 6.1.1.

6.2 Leech lattice VOA

In this section we construct the Leech lattice VOA VΛ and its unique irreducible θ-twisted

module V T
Λ explicitly.

Let Ω = {1, 2, . . . , 24} be a set of 24 elements and C ⊂ P(Ω) (the power set of Ω) be

the binary Golay code. Then C is a vector space over F2 of dimension 12 under symmetric

difference. We shall fix the following basis for C:

Ci = {i, 1 + i, 2 + i, 3 + i, 4 + i, 7 + i, 10 + i, 12 + i}, i = 1, . . . , 11, C12 = Ω.

Let h be a C-vector space with a basis {αi | i = 1, . . . , 24}, and consider the symmetric

bilinear form 〈·, ·〉 on h such that 〈αi, αj〉 = 2δi,j. For C ⊂ Ω set αC :=
∑

i∈C αi. Then

Leech lattice Λ can be realized as follows:

Λ :=
∑
C∈C

Z
1

2
αC +

∑
i∈Ω

Z(
1

4
αΩ − αi).

Theorem 6.2.1. The Leech lattice Λ is a positive definite even unimodular lattice with

no element of norm 2. It is unique up to isometry.
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By Dong [D1], every irreducible VΛ-module is isomorphic to VΛ itself. Thus we have:

Corollary 6.2.2. The lattice VOA VΛ is a holomorphic VOA.

Now consider θ-twisted representation of VΛ. In the construction of VΛ, we have to

define a 2-cocycle. We define it as follows. The lattice Λ has a basis {β1, . . . , β24} where

β1 = 1
4
αΩ − α1, βi = αi−1 − αi for i = 2, . . . , 12 and β12+j = 1

2
αCi

for j = 1, . . . , 12.

Define a bimultiplicative form ε on Λ by ε(βi, βj) = (−1)〈βi,βj〉 if i > j, 1 otherwise.

Then ε(α, β)ε(β, α) = (−1)〈α,β〉 and ε(α, α) = (−1)〈α,α〉 = 1 for α, β ∈ Λ. Let Q be the

sublattice of Λ generated by {γ1, . . . , γ24} where γ1 = 2α1, γi = αi−1 − αi for 2 ≤ i ≤ 23

and γ24 = 1
2
αΩ. Then one can check that ε(γi, γj) = 1 for 1 ≤ i, j ≤ 24. Namely, the

2-cocycle vanishes on Q.

Let Λ̂ be the central extension of Λ by the cyclic group 〈±1〉: 1 → 〈±1〉 → Λ̂ → Λ → 1

which is determined by the 2-cocycle ε. Then the pull-back Q̂ of Q in Λ̂ is isomorphic to

a direct product 〈±〉 × Q and is a maximal abelian subgroup of Λ̂. Let e : Λ → Λ̂ be a

section determined by ε. Then eα · eβ = eα+β for α, β ∈ Q. The (−1)-isometry θ on Λ

acts on Λ̂ by eα 7→ e−α and −1 7→ −1. We have θ(eα) · (eα)−1 = (−1)〈α,α〉/2(eα)2 and so

if we set K = {θ(x) · x−1 | x ∈ Λ̂} then K ∩ 〈±1〉 = 1 and K ⊂ Q̂. Define a character

ψ : Q̂ → 〈±1〉 by ψ(Q) = 1 and ψ(−1) = −1. Let Cψ be the one-dimensional module for

Q̂ defined by the character ψ. Then define the induced Λ̂-module T = C[Λ̂]⊗C[Q̂]Cψ.

Theorem 6.2.3. ([FLM]) The C[Λ̂]-module T is the unique irreducible module for the

quotient group Λ̂/K on which −K acts as a scalar −1. In particular, the associated

θ-twisted VΛ-module V T
Λ is the unique irreducible θ-twisted representation of VΛ.

Remark 6.2.4. It is not difficult to show that dim T = 212.

The twisted space V T
Λ is linearly isomorphic to MCΛ,T (1)⊗C T by definition. Now

define the action of θ on T as −1. Since θ naturally acts on MCΛ,T (1), by letting θ act

on MCΛ,T (1)⊗T as θ⊗ θ we have an involutive action of θ on V T
Λ . Then we have a

decomposition V T
Λ = (V T

Λ )+ ⊕ (V T
Λ )− where (V T

Λ )± are eigenspace for θ with eigenvalue

±1. By the definition of the twisted vertex operator map on V T
L , we can show that L(0)

acts on T as a scalar 3/2. So we have N-graded decompositions (V T
Λ )+ = ⊕n≥2(VΛ)T

n and

(V T
Λ )− = ⊕n≥0(V

T
Λ )−n+3/2. In particular, both (V T

Λ )± are irreducible V +
Λ -modules.

At now, we have constructed four inequivalent irreducible V +
Λ -modules, namely, V ±

Λ

and (V T
Λ )±. It is shown in [AD] that they are all the irreducible V +

Λ -modules:

Theorem 6.2.5. ([D3] [AD]) An irreducible V +
Λ -module is isomorphic to one and only

one of V +
Λ , V −

Λ , (V T
Λ )+ and (VΛ)−.
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6.3 Moonshine module

The moonshine module is defined to be V \ := V +
Λ ⊕ (V T

Λ )+. The moonshine module is

a Z-graded space and it is known that its q-character is the SL2(Z)-invariant j-function

q−c/24chV \(τ) = J(q) = j(q)− 744. The following result is established in [FLM]:

Theorem 6.3.1. ([FLM]) The Z-graded space V \ has a natural vertex operator algebra

structure with central charge 24 and its automorphism group is the Monster finite simple

sporadic group M.

The original proof in [FLM] uses many results from the finite group theory, especially

Griess’ result in [G] and Conway’s result [C]. Let us explain their ideas briefly. There

is a sub VOA U (00) of V +
Λ and its inequivalent irreducible modules U (01), U (10) and U (11)

that such that V +
Λ = U (00) ⊕ U (01) and (V T

Λ )+ = U (10) ⊕ U (11). Then they construct an

automorphism σ ∈ Aut(U (00), called triality, such that σ permutes U (01), U (10) and U (11).

Using σ, we can mix the untwisted space V +
Λ and the twisted space (V T

Λ )+ and hence

we can introduce an algebraic operation on (V T
Λ )+ by which we define a vertex operator

algebra structure on V +
Λ ⊕ (V T

Λ )+.

On the other hand, Huang suggested another proof of the theorem above by using a

theory of fusion products which he and Lepowsky devised. Here we present Huang’s proof

of the existence of a vertex operator algebra structure on V \. First, we prepare some facts

about V +
Λ .

Theorem 6.3.2. ([Ab] [ABD] [M10] [Yams]) The Z2-orbifold V +
L is rational C2-cofinite

VOA of CFT-type for any positive definite even lattice L.

Theorem 6.3.3. ([D3] [ADL]) The fusion algebra for V +
Λ is isomorphic to Z2 ⊕ Z2 by

the following association:

V +
Λ ↔ (0, 0), V −

Λ ↔ (1, 0), (V T
Λ )+ ↔ (0, 1), (V T

Λ )− ↔ (1, 1).

Remark 6.3.4. It is shown in [ADL] that Theorem 6.3.3 is still true if we replace Λ by any

positive definite even unimodular lattice.

Now we prove

Theorem 6.3.5. ([H3]) The extension V \ = V +
Λ ⊕ (V T

Λ )+ has a structure of a simple

vertex operator algebra with central charge 24 as a Z2-graded simple current extension of

V +
Λ .

Proof: We need to define a vertex operator map on V \. Since all irreducible V +
Λ -

modules are self-dual, we can use a method in [FHL]. For a, b ∈ V +
Λ and u, v ∈ (V T

Λ )+,
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we define Y \(a, z)b := YVΛ
(a, z)b, Y \(a, z)u := YV T

Λ
(a, z)u, Y \(u, z)a := ezL(−1)Y \(a,−z)u,

and Y \(u, z)v ∈ V +
Λ ((z)) is defined by

〈a, Y \(u, z)v〉V +
Λ

= 〈YV T
Λ

(a,−z−1)ezL(1)(−z−2)L(0)u, ez−1L(1)v〉(V T
Λ )+

for all a ∈ V +
Λ . Then it is shown in Theorem 5.6.2 of [FHL] that Y \(·, z) on (V T

Λ )+⊗(V T
Λ )+

is a V +
Λ -intertwining operator of type (V T

Λ )+ × (V T
Λ )+ → V +

Λ and the Jacobi identity for

Y \(·, z) is satisfied except the case for three module elements in (V T
Λ )+. Therefore, by the

theory of local systems, we only need to show the mutually commutativity

(z1 − z2)
NY \(u, z1)Y

\(v, z2)w = (z1 − z2)
NY \(v, z2)Y

\(u, z1)w

for u, v, w ∈ (V T
Λ )+ and N À 0. By Theorem 3.7.5 (cf. [H1] [H4]) there is a non-zero

scalar λ such that

(z1 − z2)
NY \(u, z1)Y

\(v, z2)w = λ(z1 − z2)
NY \(v, z2)Y

\(u, z1)w

holds for any three elements u, v, w ∈ (V T
Λ )+ and suitable N À 0 since all irreducible

V +
Λ -modules are simple currents. So we should prove that λ = 1. It is shown in [FLM]

that for a suitable element x ∈ (V T
Λ )+

2 we have 〈x, x〉(V T
Λ )+ = 1. Thus by Theorem 3.4.6 the

V +
Λ -invariant bilinear form on (V T

Λ )+ is symmetric. Then it is shown in Proposition 5.6.1

of [FHL] that Y \(·, z) satisfies the skew-symmetry. Then the skew-symmetry together

with associativity for Y \(·, z) provides the commutativity for Y \(·, z). This completes the

proof.

We call the structure (V \, Y \(·, z)) the moonshine vertex operator algebra.

Corollary 6.3.6. (cf. [H3]) Let τ be an involution on V \ such that τ = 1 on V +
Λ and

τ = −1 on (V T
Λ )+. Then V −

Λ ⊕ (V T
Λ )− is a unique irreducible τ -twisted V \-module.

Proof: By the fusion rules for V +
Λ and Theorem 4.5.3, an irreducible V +

Λ -module V −
Λ

is uniquely lifted to be a τ -twisted V \-module.

Remark 6.3.7. It is known that the involution τ in the theorem above belongs to the

2B-conjugacy class of the Monster.

Remark 6.3.8. In [H3], Huang proved a stronger theorem which includes both Theorem

6.3.5 and Corollary 6.3.6. He proved that the Z2 ⊕ Z2-graded space W \ := V +
Λ ⊕ V −

Λ ⊕
(V T

Λ )+ ⊕ (V T
Λ )− has a structure of an abelian intertwining operator algebra with central

charge 24.

Remark 6.3.9. As Huang said in [H3], his approach to prove the vertex operator algebra

structure is independent of the triality and the finite group theory. This independence
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allows us to obtain another proof of the theorem saying that the Monster is the full

automorphism group of the moonshine vertex operator algebra based on the theorem

saying that the Monster is the full automorphism group of the Griess algebra proved by

Griess [G] and Tits [Ti], simplified by Conway [C].

6.4 2A-frame

Let Zγ be a lattice of type
√

2A1, that is, 〈γ, γ〉 = 4, and consider a lattice VOA VZγ. In

VZγ, we can find a pair of mutually orthogonal conformal vectors with central charge 1/2

as follows:

w0 =
1

16
γ2

(−1)1l +
1

4
(eγ + e−γ), w1 =

1

16
γ2

(−1)1l−
1

4
(eγ + e−γ).

We also note that ω = w0 +w1 is an orthogonal decomposition of the Virasoro vector ω of

VZγ and both w0 and w1 are contained in the Z2-orbifold V +
Zγ. Since the invariant bilinear

form on V +
Zγ is positive definite, the subalgebras generated by wi, i = 0, 1, are isomorphic

to the simple unitary Virasoro VOA LVir(1/2, 0). Therefore, V +
Zγ contains a subalgebra

isomorphic to LVir(1/2, 0)⊗LVir(1/2, 0).

Recall the Leech lattice Λ constructed in Section 6.2. One can easily verify that the

sublattice generated by {α2i−1±α2i | 1 ≤ i ≤ 12} is a direct sum of 24 copies of Zγ above,

or equivalently is isomorphic to a lattice of type
√

2A⊕24
1 . Therefore, the Z2-orbifold V +

Λ

contains a tensor product (V +
Zγ)

⊗ 24 of 24 copies of V +
Zγ and hence we obtain an embedding

of LVir(1/2, 0)⊗ 48 into the moonshine VOA V \ = V +
Λ ⊕ (V T

Λ )+.

Theorem 6.4.1. ([DMZ]) There is an orthogonal decomposition ω\ = e1+· · ·+e48, where

ω\ is the Virasoro vector of V \, such that each of ei, 1 ≤ i ≤ 48, generates LVir(1/2, 0)

inside V \.

Remark 6.4.2. This fact has been generalized in [DLMN].

Since [DMZ] the study of V \ as a module for the unitary Virasoro VOA LVir(1/2, 0) was

started by many mathematicians. In particular, Miyamoto succeeded to reconstruct the

moonshine VOA V \ from the representation theory of LVir(1/2, 0) in [M5]. Miyamoto’s

theory contains many important results on the moonshine VOA and also on the Monster

simple group. In the next section, we review Miyamoto’s reconstruction of the moonshine

VOA.



Chapter 7

The Moonshine VOA II:
Miyamoto Construction

In this section we review Miyamoto’s reconstruction of the moonshine vertex operator

algebra which uses representations of the unitary Virasoro VOA LVir(1/2, 0). Throughout

this section, we denote LVir(c, h) simply by L(c, h).

7.1 The Ising model SVOA

In this section we will give an explicit construction of the Ising model SVOA L(1/2, 0)⊕
L(1/2, 1/2) and its Z2-twisted modules L(1/2, 1/16)±. This construction is well-known

and the most of contents in this section can be found in [KR], [FFR] and [FRW].

7.1.1 Realization of Ising models

Let Aψ be the algebra generated by {ψk | k ∈ Z+ 1
2
} subject to the defining relations

[ψm, ψn]+ := ψmψn + ψnψm = δm+n,0, m, n ∈ Z+ 1
2
,

and denote a subalgebra of Aψ generated by {ψk | k ∈ Z+ 1
2
, k > 0} by A+

ψ . Let C1l be a

trivial A+
ψ -module. Define a canonical induced Aψ-module M by

M := Ind
Aψ

A+
ψ

C1l = Aψ ⊗
A+

ψ

C1l.

We can define a unique symmetric contravariant Hermitian form 〈·|·〉 on M such that

〈1l|1l〉 = 1 and 〈ψna|b〉 = 〈a|ψ−nb〉 for all n ∈ Z.

We can find a representation of the Virasoro algebra on M . Following [KR], set

LM(n) :=
1

2

∑

k>−n/2

(n + 2k)ψ−kψn+k, n ∈ Z. (7.1.1)

91
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Then {LM(n) | n ∈ Z} gives a representation of the Virasoro algebra with central charge

1/2 on M . Since the invariant Hermitian bilinear form on M is clearly Vir-invariant, M

is a completely reducible Vir-module. The unitary highest weight representations for the

Virasoro algebra with central charge is only L(1/2, 0), L(1/2, 1/2) and L(1/2, 1/16) (cf.

[KR]), we have the the following decomposition

M = L(1/2, 0)⊕ L(1/2, 1/2)

as a Vir-module. The highest weight vectors of L(1/2, 0) and L(1/2, 1/2) are 1l and

ψ− 1
2
1l, respectively. It is clear that the decomposition above coincides with the standard

Z2-graded decomposition

L(1/2, δ/2) = SpanC
{
ψ−n1 · · ·ψ−nk

1l
∣∣ n1 > · · · > nk > 0, n1 + · · ·+ nk ∈ Z+ δ/2

}

for δ = 0, 1, and we also note that the basis above is an orthonormal basis for (M, 〈·|·〉).
Another unitary Vir-module L(1/2, 1/16) is realized as follows. Let Aφ be the other

algebra generated by {φn | n ∈ Z} with defining relation

[φm, φn]+ = δm+n,0, m, n ∈ Z.

Let A+
φ be a subalgebra of Aφ generated by {φn|n > 0} and let Cv0 be a trivial one-

dimensional A+
φ -module. Then set N = Ind

Aφ

A+
φ

Cv0 as we did previously. We can introduce

a symmetric contravariant Hermitian bilinear form 〈·|·〉 on N such that 〈v0|v0〉 = 1,

〈v0|φ0v0〉 = 〈φ0v0|v0〉 = 0 and 〈φna|b〉 = 〈a|φ−nb〉.
We can find an action of the Virasoro algebra on N . Set

LN(n) :=
1

16
δn,0 +

1

2

∑

k>−n/2

(n + 2k)φ−kφn+k, n ∈ Z. (7.1.2)

Then {LN(n) | n ∈ Z} defines an action of the Virasoro algebra with central charge 1/2

on N . The invariant Hermitian bilinear form on N is clearly Vir-invariant, so N is a

direct sum of irreducible unitary highest weight modules for the Virasoro algebra. In N

we can find two distinct highest weight vectors v0 and φ0v0 with highest weight 1/16 and

so N decomposes as follows (cf. [KR]):

N = L(1/2, 1/16)⊕ L(1/2, 1/16).

Remark 7.1.1. The irreducible Vir-modules L(1/2, 0), L(1/2, 1/2) and L(1/2, 1/16) are

called Ising model.
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7.1.2 SVOA structure on Ising models

We keep the same notation as previous. By its construction, M is generated by 1l over

Aψ. Define the generating series

ψ(z) :=
∑

n∈Z
ψn+ 1

2
z−n−1.

Since [ψ(z), ψ(w)]+ = z−1δ(w
z
), ψ(z) is local with itself and it follows from the defining

relations of Aψ that ψ(z) satisfies LM(−1)-derivation property: [LM(−1), ψ(z)] = ∂zψ(z).

Therefore we can consider a subalgebra of a local system on M generated by ψ(z) and

I(z) = idM . By a direct calculation, one sees that

1

2
ψ(z) ◦−2 ψ(z) =

∑

n∈Z
LM(n)z−n−2,

where ◦n denotes the n-th normal ordered product defined in Section 3.2. Since we have

a basis

ψ−n1+ 1
2
ψ−n2+ 1

2
· · ·ψ−nk+ 1

2
1l, n1 > n2 > · · · > nk > 0, k ≥ 0

of M , we can define a vertex operator superalgebra structure on M by defining a vertex

operator of each base element above. For k = 0 we set Y (1l, z) := idM and inductively we

define YM(ψ−n+ 1
2
a, z) := ψ(z)◦n Y (a, z). Then by the theory of the local system, we have

the following well-known statement.

Theorem 7.1.2. By the above definition, (L(1/2, 0)⊕L(1/2, 1/2), YM(·, z), 1l, 1
2
ψ− 3

2
ψ− 1

2
1l)

has a unique simple SVOA structure with even part L(1/2, 0) and odd part L(1/2, 1/2).

Note that the invariant bilinear form on M coincides with the contravariant bilinear

form on M since ψ∗n = ψ−n for all n ∈ Z+ 1
2
.

Next, we consider L(1/2, 0) ⊕ L(1/2, 1/2)-module structures on L(1/2, 1/16). There

are two highest weight vectors v0 and φ0v0 in N and each of them generates L(1/2, 1/16)

under the Virasoro algebra. Set v±1
16

:= φ01l ± 1√
2
1l. Then we have φ0 · v±1

16

= ± 1√
2
v±1

16

.

Both of v+
1
16

and v−1
16

are highest weight vectors and each of them generates L(1/2, 1/16)

under the Virasoro algebra. Denote the Vir-modules generated over v±1
16

by L(1/2, 1/16)±,

respectively. Then we have N = L(1/2, 1/16)+⊕L(1/2, 1/16)−. Note that L(1/2, 1/16)+

and L(1/2, 1/16)− are isomorphic as Vir-modules but they are not isomorphic to each

other as Aφ-modules. Consider the generating series

φ(z) :=
∑

n∈Z
φnz−n− 1

2 .

By direct calculations one can show that φ(z) is local with itself and satisfies the derivation

property [LN(−1), φ(z)] = ∂zφ(z). Now consider a local system on N containing φ(z).
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Since the powers of z in φ(z) lie in Z + 1
2
, we have to use the twisted normal ordered

product in [Li2]. Define a generating series L(z) of operators on N by

L(z2) :=
1

2
Resz0Resz1z

−2
0

(
z1 − z0

z2

) 1
2

×
{

z−1
0 δ

(
z1 − z2

z0

)
φ(z1)φ(z2) + z−1

0 δ

(−z2 + z1

z0

)
φ(z2)φ(z1)

}
.

Then we have the following by a direct computation.

Lemma 7.1.3. L(z) =
∑

n∈Z
LN(n)z−n−2, where LN(n) are defined by (7.1.2).

Thanks to the above lemma, we can find a Z2-twisted L(1/2, 0)⊕L(1/2, 1/2)-module

structure on L(1/2, 1/16)±. We will associate a vertex operator on N for every element

in L(1/2, 0)⊕L(1/2, 1/2). And then we prove that these vertex operators define a homo-

morphism of vertex superalgebras. Set YN(1l, z) := idN , and define inductively a vertex

operator of ψ−n+ 1
2
a on N by

YN(ψ−n+ 1
2
a, z) :=

1

2
Resz0Resz1z

−n
0

(
z1 − z0

z2

) 1
2

×
{

z−1
0 δ

(
z1 − z2

z0

)
φ(z1)YN(a, z2)− (−1)|a|z−1

0 δ

(−z2 + z1

z0

)
YN(a, z2)φ(z1)

}
,

where a = ψ−n1+ 1
2
· · ·ψ−nk+ 1

2
1l, n > n1 > · · · > nk > 0, and |a| denotes the parity of a.

Then extend linearly on L(1/2, 0) ⊕ L(1/2, 1/2). Let A be a Z2-twisted local system on

N in which φ(z) is contained (cf. [Li2]). It is shown in [Li2, Theorem 3.14] that A is a

vertex superalgebra under the Z2-twisted normal ordered product.

Lemma 7.1.4. The linear map L(1/2, 0)⊕L(1/2, 1/2) 3 a 7→ YN(a, z) ∈ A defined above

gives an vertex superalgebra homomorphism.

Proof: We should show that YN(a(m)b, z) = YN(a, z) ◦m YN(b, z) for any a, b ∈
L(1/2, 0)⊕L(1/2, 1/2) and m ∈ Z, where ◦m denotes the Z2-twisted m-th normal ordered

product in A. We may assume that a = ψ−n1+ 1
2
· · ·ψ−nk+ 1

2
1l, n1 > · · · > nk > 0. We

proceed by induction on k. The case k = 0 is trivial and the case k = 1 is just the

definition. Assume that k ≥ 1 and YN(a(m)b, z) = YN(a, z) ◦m YN(b, z) holds for arbitrary
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b ∈ L(1/2, 0)⊕ L(1/2, 1/2) and m ∈ Z. Take any n > n1. Then we have

YN

(
(ψ−n+ 1

2
a)(m)b, z

)

=
∞∑
i=0

(−1)i

(−n

i

)
YN

(
ψ−n−i+ 1

2
a(m+i)b− (−1)|a|−na(−n+m−i)ψi+ 1

2
b, z

)

=
∞∑
i=0

(−1)i

(−n

i

){
φ(z) ◦−n−i YN(a(m+i)b, z)

−(−1)|a|−nYN(a, z) ◦−n+m−i YN(ψi+ 1
2
b, z)

}

=
∞∑
i=0

(−1)i

(−n

i

){
φ(z) ◦−n−i

(
YN(a, z) ◦m+i YN(b, z)

)

−(−1)|a|−nYN(a, z) ◦−n+m−i

(
φ(z) ◦i YN(b, z)

)}

=
(
φ(z) ◦−n YN(a, z)

)
◦m YN(b, z) by the iterate formula in A

= YN

(
ψ−n+ 1

2
a, z

)
◦m YN(b, z).

Therefore, by induction, the mapping M 3 a 7→ YN(a, z) ∈ A defines a vertex superalge-

bra homomorphism.

Let V be an arbitrary SVOA. By Proposition 3.17 in [Li2], giving a Z2-twisted V -module

structure on N is equivalent to giving a vertex superalgebra homomorphism from V

to a local system of Z2-twisted vertex operators on N . Since both L(1/2, 1/16)+ and

L(1/2, 1/16)− are stable under the action YN(· , z) define as above, we arrive at the fol-

lowing conclusion:

Theorem 7.1.5. The following Z2-twisted Jacobi identity holds on N :

z−1
0 δ

(
z1 − z2

z0

)
YN(a, z1)YN(b, z2)− (−1)ε(a,b)z−1

0

(−z2 + z1

z0

)
YN(b, z2)YN(a, z1)

= z−1
1

(
z2 + z0

z1

)(
z2 + z0

z1

)ε(a,a)/2

YN(YM(a, z0)b, z2),

where a, b ∈ M = L(1/2, 0)⊕L(1/2, 1/2) and ε(·, ·) denotes the standard parity function.

Therefore, the vertex operator map YN(·, z) defines inequivalent irreducible Z2-twisted

L(1/2, 0)⊕ L(1/2, 1/2)-module structures on L(1/2, 1/16)±.

Remark 7.1.6. The vertex operator YN(·, z) gives L(1/2, 0)-intertwining operators of type

L(1/2, δ) × L(1/2, 1/16) → L(1/2, 1/16) for δ = 0, 1/2. Therefore, Theorem 7.1.5 gives
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another proof of Proposition 4.1 and 4.2 of [M3]. In particular, by the explicit construc-

tions above, we can perform explicit calculates of all the intertwining operations of any

type for the unitary Virasoro VOA L(1/2, 0) by using the symmetry of fusion rules.

7.2 Miyamoto involution

Let us consider the fusion rules for the unitary Virasoro VOA L(cm, 0) with cm = 1 −
6/(m + 2)(m + 3), m ∈ N. Recall that the set of inequivalent irreducible L(cm, 0) is

{L(cm, h
(m)
r,s ) | 1 ≤ s ≤ r ≤ m + 1}, where h

(m)
r,s are defined by (5.4.1), and their fusion

rules are given by the formula (5.4.2). Since h
(m)
m+2−r,m+3−s = h

(m)
r,s , we can find the following

Z2-symmetry in the fusion algebra for L(cm, 0).

Lemma 7.2.1. The following linear map defines an automorphism of the fusion algebra

for L(cm, 0):

τ :=





(−1)r+1 on L(cm, h
(m)
r,s ) if m is even,

(−1)s+1 on L(cm, h
(m)
r,s ) if m is odd.

Then by Proposition 3.8.9 the above Z2-symmetry will lift to be an involutive auto-

morphism of a vertex operator algebra:

Theorem 7.2.2. ([M1]) Assume that a vertex operator algebra V contains a sub VOA

(U, e) isomorphic to the unitary Virasoro VOA L(cm, 0). Then we have a decomposition

V = ⊕1≤s≤r≤m+1V (h
(m)
r,s ) with V (h

(m)
r,s ) := L(cm, h

(m)
r,s )⊗HomU(L(cm, h

(m)
r,s ), V ). Define the

linear map τe which acts on V (h
(m)
r,s ) as (−1)r+1 if m is even and as (−1)s+1 if m is odd.

Then τe is an automorphism of a vertex operator algebra V .

Proof: By Proposition 3.8.9 the vertex operator map YV (·, z) can be written as a

sum of tensor products I(·, z)⊗ J(·, z) where I(·, z) are L(cm, 0)-intertwining operators

and J(·, z) are complement of I(·, z) in YV (·, z). Therefore, the automorphism of the

fusion algebra for L(cm, 0) can be extended to be that of the vertex operator algebra

structure on V .

Among the unitary series, the first the first unitary Virasoro VOA L(1/2, 0) is espe-

cially important. It is a rational VOA of CFT-type and has exactly three irreducible

modules L(1/2, 0), L(1/2, 1/2) and L(1/2, 1/16) (cf. [DMZ] [Wan]), which we have con-

structed explicitly in the previous subsection. By Proposition 2.6.2 we can also verify

that L(1/2, 0) is C2-cofinite. The fusion rules are as follows:

L(1/2, 1/2)× L(1/2, 1/2) = L(1/2, 0),

L(1/2, 1/2)× L(1/2, 1/16) = L(1/2, 1/16),

L(1/2, 1/16)× L(1/2, 1/16) = L(1/2, 0) + L(1/2, 1/2),

(7.2.1)
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where L(1/2, 0) is of course the identity. One can directly check that the fusion algebra

for L(1/2, 0) is associative and L(1/2, 0) and L(1/2, 1/2) are simple currents. Let V be a

VOA and (U, e) be a sub VOA of V isomorphic to L(1/2, 0). Then the involution defined

in Theorem 7.2.2 is as follows:

τe := 1 on V (0)⊕ V (1/2) and − 1 on V (1/16),

where V (h) = L(1/2, h)⊗HomU(L(1/2, h), V ) for h = 0, 1/2, 1/16. If τe is trivial on V ,

then there is no component V (1/16). Then the linear map

σe := 1 on V (0) and − 1 on V (1/2),

also defines an automorphism on V by the fusion rules (7.2.1). These automorphisms are

often called Miyamoto involutions.

Remark 7.2.3. It is shown in [M1] that the first Miyamoto involution τe belongs to the

2A-conjugacy class of the Monster M for any sub VOA (L(1/2, 0), e) of the moonshine

VOA. Moreover, the correspondence (L(1/2, 0), e) ↔ τe ∈M is one to one by [C].

Remark 7.2.4. Let A be the set of all conformal vectors with central charge 1/2 in V .

Then the subgroup E generated by the first Miyamoto involutions {τe | e ∈ A} a normal

subgroup of Aut(V ). Consider the fixed point subalgebra V E. Then it is shown in [M1]

that the subgroup of Aut(V E) generated by the second Miyamoto involutions {σe | e ∈ E}
is a 3-transposition group.

7.3 Code VOAs

Definition 7.3.1. A simple vertex operator algebra (V, ω) is called 2A-framed if there is

an orthogonal decomposition ω = e1 + · · · + en such that each ei generates a sub VOA

isomorphic to L(1/2, 0). The decomposition ω = e1 + · · ·+ en is called a 2A-frame of V .

Remark 7.3.2. As we have seen in Section 6.4, the Leech lattice VOA VΛ and the moon-

shine VOA V \ are examples of 2A-framed VOAs.

Let (V, ω) be a 2A-framed VOA with a 2A-frame ω = e1 + · · · + en. Set T :=

Vir(e1)⊗ · · ·⊗Vir(en), where Vir(ei) denotes the sub VOA generated by ei. Then T '
L(1/2, 0)⊗n and V is a direct sum of irreducible T -submodules ⊗n

i=1 L(1/2, hi) with hi ∈
{0, 1/2, 1/16}. For each irreducible T -module ⊗n

i=1 L(1/2, hi), we associate its 1/16-word

(α1, · · · , αn) ∈ (Z/2Z)n by the rule αi = 1 if and only if hi = 1/16. For each α ∈ (Z/2Z)n,

denote by V α the sum of all irreducible T -submodules whose 1/16-words are equal to α

and define a linear code S ⊂ (Z/2Z)n by S = {α ∈ (Z/2Z)n | V α 6= 0}. Then we have

the 1/16-word decomposition V = ⊕α∈SV α of V . By the fusion rules (7.2.1), we have an
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S-graded structure V α · V β ⊂ V α+β for all α, β ∈ S. Namely, the dual group S∗ of an

abelian 2-group S acts on V , and we find that this automorphism group coincides with the

elementary abelian 2-group generated by the first Miyamoto involutions {τei | 1 ≤ i ≤ n}.
Therefore, all V α, α ∈ S, are irreducible V S∗ = V 0-module by the quantum Galois theory

(cf. [DM1]). Since there is no L(1/2, 1/16)-component in V 0, the fixed point subalgebra

V 0 has the following shape:

V 0 =
⊕

hi∈{0,1/2}
mh1,...,hnL(1/2, h1)⊗ · · ·⊗L(1/2, hn),

where mh1,...,hn denotes the multiplicity. On V 0 we can define the second Miyamoto

involutions σei for i = 1, . . . , n. Denote by Q the elementary abelian 2-subgroup of

Aut(V 0) generated by {σei | 1 ≤ i ≤ n}. Then by the quantum Galois theory we have

(V 0)Q = T and each mh1,··· ,hnL(1/2, h1)⊗ · · ·⊗L(1/2, hn) is an irreducible T -submodule.

Thus mh1,··· ,hn ∈ {0, 1} and we obtain an even linear code D := {(2h1, · · · , 2hn) ∈
(Z/2Z)n | mh1,··· ,hn 6= 0} such that

V 0 =
⊕

α=(α1,··· ,αn)∈D

L(1/2, α1/2)⊗ · · ·⊗L(1/2, αn/2). (7.3.1)

The sub VOA V 0 with the linear code D is called a code VOA. Since all V α, α ∈ S,

are irreducible modules for V 0, the representation theory of V 0 is important to study a

2A-framed VOA V . We present in the next subsection that there exists a simple VOA of

the shape (7.3.1) for every linear even code D.

7.3.1 Construction of code VOAs

Let (Z/2Z)n be the linear code of length n. We denote by 〈·, ·〉 the inner product on

(Z/2Z)n defined as 〈α, β〉 =
∑n

i=1 αiβi for α = (α1, · · · , αn), β = (β1, . . . , βn). Consider

the following central extension of (Z/2Z)n by a group {±1} of order 2:

1 → Z2 = {±1} → (Ẑ/2Z)n π−→ (Z/2Z)n → 1. (7.3.2)

Take a section e : (Z/2Z)n 3 α 7→ eα ∈ (Ẑ/2Z)n such that e0 = 1. Then we obtain a

2-cocycle ε ∈ Z2((Z/2Z)n, {±1}) such that eα · eβ = ε(α, β)eα+β. It is shown in [FLM]

that the central extension (7.3.2) determines the second cohomology class of ε uniquely

and that the set of inequivalent classes of the central extension (7.3.2) is in one-to-one

correspondence with the secondo cohomology group H2((Z/2Z)n, {±1}). Define the com-

mutator map c(α, β) := ε(α, β)ε(β, α) for α, β ∈ (Z/2Z)n. We construct an central

extension whose commutator map is c(α, β) = (−1)〈α,β〉+〈α,α〉〈β,β〉. Set γ1 = (1, 0, . . . , 0),
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γ2 = (0, 1, . . . , 0), . . . , γn = (0, 0, . . . , 1). Then {γ1, . . . , γn} is a basis of (Z/2Z)n. Define

a 2-cocycle ε̂ ∈ Z2((Z/2Z)n, {±1}) bilinearly as follows:

ε̂(γi, γj) = −1 if i > j and 1 otherwise.

Since ε̂ is bilinear, clearly ε̂ ∈ Z2((Z/2Z)n, {±1}), and by a direct calculation one can

verify that ε̂(α, β)ε̂(β, α) = (−1)〈α,β〉+〈α,α〉〈β,β〉 for any α, β ∈ (Z/2Z)n. In the following

we fix the cocycle ε̂ defined as above.

Recall the SVOA M = L(1/2, 0) ⊕ L(1/2, 1/2) constructed in Section 7.2.1. For a

while we set M0 = L(1/2, 0), M1 = L(1/2, 1/2) and we denote the vertex operator map

on M by YM(·, z) as in Section 7.2.1. Consider a tensor product U := M⊗n of n copies

of M . For each α = (α1, . . . , αn) ∈ (Z/2Z)n we set Uα := Mα1 ⊗ · · ·⊗Mαn ⊂ U . Then

U0 = (M0)⊗n ' L(1/2, 0)⊗n and we have a decomposition

U =
⊕

α∈(Z/2Z)n

Uα.

Let 1li and ωi be respectively the vacuum vector and the Virasoro vector of i-th M0 of

U0 = ⊗n
i=1 M0. We often identify ωi with 1l1⊗ · · ·⊗ωi⊗ · · ·⊗ 1ln ∈ U0. Set

ỸU(x1⊗ · · ·⊗ xn, z) := YM(x1, z)⊗ · · ·⊗YM(xn, z)

for x1⊗ · · ·⊗ xn ∈ U . Since M is an SVOA, we have the following commutator relation:

Lemma 7.3.3. On U we have ỸU(xα, z1)ỸU(xβ, z2) ∼ (−1)〈α,β〉ỸU(xα, z2)ỸU(xβ, z1) for

xα ∈ Uα and xβ ∈ Uβ, where A(z1, z2) ∼ B(z1, z2) means that there is a positive integer

N À 0 such that (z1 − z2)
NA(z1, z2) = (z1 − z2)

NB(z1, z2).

Therefore, (U, ỸU(·, z)) do not form an SVOA and we have to modify the vertex oper-

ator map to obtain a desired relation. Set

YU(xα, z)xβ := ε̂(α, β)ỸU(xα, z)xβ

for xα ∈ Uα and xβ ∈ Uβ. Then we have

YU(xα, z1)YU(xβ, z2) ∼ (−1)〈α,α〉〈β,β〉YU(xβ, z2)YU(xα, z1) (7.3.3)

on U for any xα ∈ Uα and xβ ∈ Uβ. Set E(Z/2Z)n := {α ∈ (Z/2Z)n | 〈α, α〉 =

0}, O(Z/2Z)n := {α ∈ (Z/2Z)n | 〈α, α〉 = 1} and U (0) := ⊕α∈E(Z/2Z)nUα, U (1) :=

⊕α∈O(Z/2Z)nUα. Then by (7.3.3) the vertex operator map YU(·, z) satisfies the commuta-

tivity and hence we have an SVOA structure on U = U (0) ⊕ U (1).

Theorem 7.3.4. The structure (U, YU(·, z)) is a simple SVOA with even part U (0) and odd

part U (1), where the vacuum vector is 1l1⊗ · · ·⊗ 1ln and the Virasoro vector is ω1+· · ·+ωn,
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Thus we also have

Corollary 7.3.5. ([M2]) Let D be an even linear subcode of (Z/2Z)n. For each code

word α = (α1, · · · , αn) ∈ D, set Uα := L(1/2, α1/2)⊗ · · ·⊗L(1/2, αn/2). Then there is a

unique simple vertex operator structure on UD := ⊕α∈DUα as a D-graded simple current

extension of U0 = L(1/2, 0)⊗n.

Proof: Since we can find UD as a sub VOA of the vertex operator superalgebra given

in Theorem 7.3.4, UD has a simple vertex operator algebra structure. It is clear that all

Uα, α ∈ D, are simple current U0-modules with fusion rules Uα × Uβ = Uα+β. Then by

Theorem 4.2.3 the VOA structure on UD is unique over C.

By the corollary above, for each even linear code D we always have a simple vertex

operator algebra with the shape (7.3.1). The VOA UD constructed as above is called the

code VOA associated to a code D (cf. [M2]).

7.3.2 Representation of code VOAs

Let D be an even linear subcode of (Z/2Z)n and let UD = ⊕α∈DUα where Uα =

⊗n
i=1 L(1/2, αi/2) be the associated code VOA constructed as in the previous subsec-

tion. Since UD is a D-graded simple current extension of a rational C2-cofinite VOA

U0 = L(1/2, 0)⊗n of CFT-type, UD is also rational and C2-cofinite. In this subsection we

study irreducible UD-modules in detail.

Let (X,YX(·, z)) be an irreducible UD-module. Then M as a U0-module is com-

pletely reducible and so we can take an irreducible U0-submodule W of X. Since U0 '
⊗n

i=1 L(1/2, 0), W ' ⊗n
i=1 L(1/2, hi) with hi ∈ {0, 1/2, 1/16}. Define the 1/16-word

α(W ) = (α1, . . . , αn) ∈ (Z/2Z)n of W by αi = 1 if and only if hi = 1/16. Then by the

fusion rules (7.2.1) we find that the word α(W ) is independent of the choice of an irre-

ducible component W and so we can define the 1/16-word of X by τ(X) := α(W ). Since

the powers of z in an L(1/2, 0)-intertwining operator of type L(1/2, 1/2)×L(1/2, 1/16) →
L(1/2, 1/16) are contained in 1/2+Z, we have τ(X) ∈ D⊥ := {β ∈ (Z/2Z)n | 〈β,D〉 = 0}.

For α = (α1, . . . , αn) ∈ (Z/2Z)n we define Dα := {β ∈ D | Supp(β) ⊂ Supp(α)},
where we identify (Z/2Z)n with the power set of n-point set {1, 2, . . . , n} and we have

set Supp(α) := {i | αi = 1}. Then by the fusion rules (7.2.1) we have DW = {α ∈ D |
Uα ·W ' W} = Dτ(M). By Theorem 4.4.7, UDW

·W is an irreducible UDW
-submodule of

X and there is a central extension

1 → C∗ → D̂W → DW → 1 (7.3.4)

such that UDW
·W is linearly isomorphic to

UDW
·W ' W ⊗P
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with some irreducible Cλ[DW ]-module P , where the 2-cocycle λ ∈ Z2(D,C∗) is deter-

mined by the central extension (7.3.4). Let us determine the 2-cocycle λ explicitly.

We may assume that τ(X) = (0s1n−s). Let YM(·, z) be the vertex operator map on

M = L(1/2, 0) ⊕ L(1/2, 1/2) and YN(·, z) the vertex operator map on the Z2-twisted

L(1/2, 0)⊕L(1/2, 1/2)-module L(1/2, 1/16)+ which we have constructed in Section 7.2.1.

Then the vertex operator map YX(·, z) on X can be written as

YX(a1⊗ · · ·⊗ an, z)w⊗ v

= YM(a1, z)⊗ · · ·⊗YM(as, z)⊗YN(as+1, z)⊗ · · ·⊗YN(an, z)w⊗ π(α)v

for a1⊗ · · ·⊗ an ∈ Uα, α ∈ DW , and w⊗ v ∈ W ⊗P , where π : Cλ[DW ] → End(P ) is the

representation map such that π(α)π(β) = λ(α, β)π(α + β) for α, β ∈ DW . We know that

YM(·, z) and YN(·, z) satisfy the following associativity:

(z0 + z2)
k1YM(a, z0 + z2)YM(b, z2)u

1 = (z2 + z0)
k1YM(YM(a, z0)b, z2)u

1,

(z0 + z2)
k2YN(a, z0 + z2)YN(b, z2)u

2 = (z2 + z0)
k2YN(YM(a, z0)b, z2)u

2,

for a, b, u1 ∈ M , u2 ∈ L(1/2, 1/16)+, k1 ∈ N and k2 ∈ 1
2
N. On the other hand, since

YUD
(a1⊗ · · ·⊗ an, z)b1⊗ · · ·⊗ bn = ε̂(α, β)YM(a1, z)b1⊗ · · ·YM(an, z)bn

for a1⊗ · · ·⊗ an ∈ Uα and b1⊗ · · ·⊗ bn ∈ Uβ, α, β ∈ D, we have the following relation:

π(α)π(β) = ε̂(α, β)π(α + β).

Therefore, the cocycle λ is cohomologous to the cocycle ε̂ and we can replace the central

part of the central extension (7.3.4) by Z2 = {±1} ⊂ C∗. Namely, the central extension

(7.3.4) is essentially the same as the following one:

1 → Z2 → D̂W → DW → 1. (7.3.5)

Thus we have

Lemma 7.3.6. The space of multiplicity HomU0(W,M) is an irreducible Cε̂[DW ]-module.

Remark 7.3.7. One can also show that the 2-cocycle λ in the definition of the twisted

algebra Aλ(D,SW ) (cf. Section 4.3) associated to a pair (D,W ) is given by ε̂.

Set Cε̂[DW ] = SpanC{eα | α ∈ DW} with products eαeβ = ε̂(α, β)eα+β. Let EW be

a maximal self-orthogonal linear subcode of DW . Then ε̂ vanishes on EW and so the

subalgebra Cε̂[EW ] of Cε̂[DW ] is isomorphic to the group ring C[EW ].
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Lemma 7.3.8. Let χ be a linear character on EW and Cvχ a linear representation of

EW affording the character χ. Then Ind
Cε̂[DW ]
C[EW ] Cvχ is an irreducible Cε̂[DW ]-module such

that the central part Z2 = {±1} of (7.3.5) acts faithfully. Conversely, every irreducible

Cε̂[DW ]-module on which the central part Z2 of (7.3.5) acts faithfully is given by an induced

module described as above.

Proof: A Cε̂[DW ]-module is equivalent to a module for the central extension D̂W in

(7.3.5). Since D̂W is a central product of an abelian group and an extra-special 2-group,

we may assume that D̂W is an extra-special 2-group. In this case EW ( DW and the

preimage ÊW of EW in D̂W is a maximal abelian subgroup of D̂W . Thus the induced

module Ind
Cε̂[DW ]
C[EW ] Cvχ is not a linear representation of D̂W . Since every irreducible non-

linear module for an extra-special 2-group is induced from a linear character of its maximal

abelian subgroup, the assertion holds.

By the lemma above, we can classify all irreducible modules for a code VOA UD

according to Theorem 4.5.2.

Theorem 7.3.9. ([M3]) Let γ ∈ D⊥. Let E be a maximal self-orthogonal subcode of

Dγ and χ a linear representation of E. Let ϕ be an irreducible representation of Cε̂[Dγ]

induced from χ. For any irreducible U0-module W with 1/16-word γ, the induced module

IndUD
UDγ

(W,ϕ) which is given by Theorem 4.5.2 is an irreducible UD-module. Conversely,

every irreducible UD-module is isomorphic to one of the irreducible modules constructed

as above.

Remark 7.3.10. If γ ∈ D \D⊥, then the module IndUD
UDγ

(W,ϕ) in the above theorem is an

irreducible Z2-twisted UD-module by Theorem 4.5.2.

Let us consider the case τ(X) = (0n). In this case there is no L(1/2, 1/16)-component

in X and hence X is a direct sum of tensor products of L(1/2, 0) and L(1/2, 1/2). In this

case one can easily see that there is a unique coset α + D of (Z/2Z)n such that

X =
⊕

β=(β1,...,βn)∈D+α

L(1/2, β1/2)⊗ · · ·L(1/2, βn/2).

Since X has a D-grading consistent with the action of UD, X is a D-stable irreducible

UD-module. Therefore, the UD-module structure of X is uniquely determined. Such a

UD-module X is called a coset module of UD and denoted by UD+α.

Proposition 7.3.11. All UD+α, α ∈ (Z/2Z)n, are simple current UD-module and the

fusion rules UD+α × UD+β = UD+α+β hold for all α, β ∈ (Z/2Z)n.

Proof: To prove that UD+α is a simple current, it is sufficient to prove that UD+α×
UD+α = UD by Lemma 4.1.2 because UD is a rational C2-cofinite VOA of CFT-type.
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Thus we only prove the fusion rule above. By Theorem 4.4.9 we have a non-trivial UD-

intertwining operator of type UD+α × UD+β → UD+α+β. On the other hand, let X be a

non-trivial irreducible UD-module such that there is a non-trivial UD-intertwining operator

of type UD+α × UD+β → X. Since UD+α and UD+β are D-stable irreducible UD-modules,

the space of intertwining operators
(

X
UD+α UD+α

)
UD

is linearly isomorphic to

(
X

L(1/2, α1/2)⊗ · · ·⊗L(1/2, αn/2) L(1/2, β1/2)⊗ · · ·⊗L(1/2, βn/2)

)

U0

by Theorem 4.4.9. Then by the fusion rules (7.2.1), X must contain ⊗n
i=1 L(1/2, γi/2)

with γ = α + β and so τ(X) = (0n). Then the UD-module structure of X is uniquely

determine and hence X ' UD+γ. Thus the assertion holds.

Remark 7.3.12. We note that in the construction of the SVOA U(Z/2Z)n , we have already

constructed a UD-intertwining operator of type UD+α × UD+β → UD+α+β.

7.3.3 The Hamming code VOA

Let H8 be the [8, 4, 4]-Hamming code:

H8 := SpanZ/2Z{(11111111), (11110000), (11001100), (10101010)}.

It is well-known that H8 is the unique doubly even self-dual linear code of length 8 up

to isomorphism. Let us consider the Hamming code VOA UH8 . Since H8 is self-dual, the

2-cocycle ε̂ vanishes on H8 so that in the definition of the vertex operator map on UH8 we

do not have to use it. In order to reconstruct the moonshine VOA as a 2A-framed VOA,

we will need some special properties that the Hamming code VOA UH8 has. Roughly

speaking, we can identify L(1/2, 1/16) with L(1/2, 0) and L(1/2, 1/2) by the symmetry

of the Hamming code VOA.

Let X be an irreducible UH8-module whose top weight is in 1
2
N. Then τ(X) = (08)

or (18) and if τ(X) = (08) then X ' UH8+γ for some γ ∈ (Z/2Z)8. If τ(X) = (18), then

(H8)(18) = H8 and so there is a linear character χ on H8 such that

X ' Ind
UH8

U0 (L(1/2, 1/16)⊗ 8, χ) = L(1/2, 1/16)⊗ 8⊗
C

vχ, (7.3.6)

where Cvχ is a linear representation of H8 affording the character χ, by Theorem 7.3.9.

Since the dual group H∗
8 of H8 is naturally isomorphic to (Z/2Z)8/H8, we can find a

unique coset δχ + H8 ∈ (Z/2Z)8/H8 such that χ(α) = 〈δχ, α〉 for all α ∈ H8. So in the

following we regard χ as an element in (Z/2Z)8. Set H(1/16, χ) = L(1/2, 1/16)⊗ 8⊗C vχ

for χ ∈ (Z/2Z)8. Then H(1/16, χ1) ' H(1/16, χ2) as UH8-modules if and only if χ1−χ2 ∈
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H8 and the set of inequivalent irreducible UH8-modules whose top weights are contained

in 1
2
N is given by

{UH8+γ, H(1/16, χ) | γ + H8, χ + H8 ∈ (Z/2Z)8/H8}.

Surprisingly, we can identify a non-simple current L(1/2, 0)⊗ 8-module L(1/2, 1/16)⊗ 8

with a coset module as follows:

Proposition 7.3.13. ([M4]) For each H(1/16, χ) with χ ∈ (Z/2Z)8, there is an auto-

morphism σ ∈ Aut(UH8) such that the σ-conjugate module H(1/16, χ)σ ' UH8+γ for some

γ ∈ (Z/2Z)8 with 〈γ, γ〉 = 1. In particular, H(1/16, χ) is a simple current UH8-module.

Proof: This is the one of the main results in [M4]. Here we give a brief explanation.

It is shown in [M4] that there are exactly three 2A-frames in UH8 , and these frames are

conjugate under the second Miyamoto involutions associated to the 2A-frames in UH8 .

Thus by permuting 2A-frames we can find the desired isomorphism. For more details, see

[M4].

Corollary 7.3.14. ([M4]) As a Z2-graded simple current extension of UH8, there is a

unique simple SVOA structure on UH8 ⊕H(1/16, χ) for all χ ∈ (Z/2Z)8.

Proof: We can take an irreducible UH8-module UH8+γ with 〈γ, γ〉 = 1 such that

there is an automorphism σ ∈ Aut(UH8) such that the conjugate module (UH8+γ)
σ is

isomorphic to H(1/16, χ) by Proposition 7.3.13. Then UH8⊕UH8+γ and UH8⊕H(1/16, χ)

form equivalent Z2-graded simple current extensions of UH8 . Since H8 ∪ (H8 + γ) is an

odd code, UH8 ⊕ UH8+γ is a simple SVOA. Then so is UH8 ⊕H(1/16, χ).

As an application of Proposition 7.3.13, the following fusion rules are established in

[M4]:

Theorem 7.3.15. ([M4]) We have the following fusion rules:

UH8+α × UH8+β = UH8+α+β,

UH8+α ×H(1/16, β) = H(1/16, β + α),

H(1/16, α)×H(1/16, β) = UH8+α+β,

where α, β ∈ (Z/2Z)8.

Thanks to Corollary 7.3.14 and Theorem 7.3.15, if an even linear code D contains

many subcodes isomorphic to the Hamming code H8, then we can construct simple current

extensions of the code VOA UD by using Theorem 4.6.1.
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7.4 2A-framed VOAs

Let (V, ω) be a 2A-framed VOA with a 2A-frame ω = e1 + · · · + en. Then V as a

T = Vir(e1)⊗ · · ·⊗Vir(en)-module is completely reducible and we have an even linear

code S ⊂ (Z/2Z)n and an S-graded decomposition V = ⊕α∈SV α where V α is a sum of all

irreducible non-trivial T -modules whose 1/16-words are all equal to α ∈ S. By definition

V 0 has no component isomorphic to L(1/2, 1/16) and hence there is an even linear code

D ⊂ (Z/2Z)n such that V 0 is isomorphic to the code VOA UD. Since we have assumed

that V is simple, all V α, α ∈ S, are irreducible UD-modules, and by the fusion rules

(7.2.1), we have an S-graded structure V α · V β = V α+β for α, β ∈ S. Thus we can view

V as an S-graded extension of V 0 = UD. We also note that D ⊂ S⊥ as all V α, α ∈ S,

are untwisted UD-modules. Summarizing, for a 2A-framed VOA V , we can obtain a pair

of codes (D, S) such that V = ⊕α∈SV α, V 0 ' UD and D ⊂ S⊥. We call a pair (D,S) the

structure codes of V .

Theorem 7.4.1. ([DGH]) Every 2A-framed VOA is rational C2-cofinite and of CFT-type.

Proof: Since V is a module for T = Vir(e1)⊗ · · ·⊗Vir(en), it is clear that V is

C2-cofinite and of CFT-type. So we only need to prove that V is rational. Let (D,S) be

the structure codes of V . Take a V -module M . Then M is also a UD-module. Let W be

an irreducible UD-module and τ(W ) ∈ D⊥ the 1/16-word of W . Then by Lemma 4.4.1

and Remark 4.4.2 all V α ·W , α ∈ S, are irreducible V 0 = UD-modules. Moreover, by the

fusion rules (7.2.1), the 1/16-word of V α ·W is α + τ(W ). Therefore, V α ·W 6' V β ·W
whenever α 6= β and we have an S-graded decomposition V · W = ⊕α∈SV α · W . This

implies that V ·W is an irreducible V -module for any irreducible V 0-submodule W of M .

Hence, M is a completely reducible V -module.

Theorem 7.4.2. ([DGH] [M5]) Let V be a 2A-framed VOA with structure codes (D, S).

If D = S⊥, then V is holomorphic, i.e., any irreducible V -module is isomorphic to V .

Proof: We have shown that V is rational. Let M be an irreducible V -module. Then

we have to prove M ' V . Let W be an irreducible V 0 = UD-module. Then the 1/16-

word τ(W ) is in D⊥. Since D⊥ = S, V τ(W ) 6= 0 and the 1/16-word of V τ(W ) · W is 0.

Namely, V τ(W ) ·W as a UD-module is isomorphic to a coset module UD+γ. Since UD+γ

is a simple current UD-module, we have fusion rules UD+γ × V β = (V β+τ(W ) ·W ) for all

β ∈ S. One can easily see that the powers of z in an UD-intertwining operator of type

UD+γ × V β → (V β+τ(W ) · W ) are contained in 〈γ, β〉/2 + Z by the fusion rules (7.2.1).

Thus 〈γ, β〉 = 0 modulo 2 and hence γ ∈ S⊥ = D. Namely, D + γ = D and hence M

contains UD as a UD-submodule. Since UD × V α = V α, M as a UD-module is isomorphic

to ⊕α∈SV α = V . Let ψ : V → M be a UD-isomorphism. Then ψ(1lV ) is not zero and



106 CHAPTER 7. THE MOONSHINE VOA II: MIYAMOTO CONSTRUCTION

satisfies L(−1)ψ(1lV ) = 0. Therefore, ψ(1lV ) is a vacuum-like vector of M and hence M

as a V -module is isomorphic to V by Lemma 3.4.3.

7.4.1 Construction of 2A-framed VOAs

In this subsection we construct certain 2A-framed VOAs. Here we assume the following:

Hypothesis I.

(1) (D, S) is a pair of even linear even codes of (Z/2Z)n such that

(1-i) D ⊂ S⊥,

(1-ii) for each α ∈ S, there is a subcode Eα ⊂ D such that Eα is a direct sum of the Hamming code H8 and Supp(Eα) = Supp(α), where Supp(A) denotes ∪β∈ASupp(β) for a subset A of (Z/2Z)n.

(2) V 0 = UD is the code VOA associated to the code D.

(3) {V α | α ∈ S} is a set of irreducible V 0-modules such that

(3-i) τ(V α) = α for all α ∈ S,

(3-ii) all V α, α ∈ S, have integral top weights,

(3-iii) the fusion product V α £V 0 V β contains at least one V α+β. That is, there is a
non-trivial V 0-intertwining operator of type V α × V β → V α+β for any α, β ∈ S.

Under Hypothesis I we will prove that V := ⊕α∈SV α has a structure of an S-graded simple

current extension of V 0. Before we begin the proof, we prepare some lemmas.

Lemma 7.4.3. Under Hypothesis I, all V α, α ∈ S, are simple current V 0-modules and

we have the fusion rules V α × V β = V α+β of V 0-modules for all α, β ∈ S.

Proof: Suppose the fusion rule V α × V α = V 0 of V 0-modules holds. Then by

Lemma 4.1.2, V α is a simple current V 0-module because V 0 = UD is a rational C2-

cofinite VOA of CFT-type. Then by Hypothesis I (3-iii) we have the desired fusion rule

V α×V β = V α+β. Therefore, we only prove the fusion rule V α×V α = V 0 for each α ∈ S.

By Hypothesis I (1-i), D contains a subcode Eα which is isomorphic to a direct sum of

H8 and Supp(Eα) = Supp(α). So we may assume that α = (18s0t) with 8s + t = n. Then

UD contains a sub VOA

L := UEα ⊗L(1/2, 0)⊗ t ' (UH8)
⊗ s⊗L(1/2, 0)⊗ t

and V α as a UEα ⊗L(1/2, 0)⊗ t-module contains an irreducible submodule X isomorphic

to

H(1/16, χ1)⊗ · · ·H(1/16, χs)⊗L(1/2, h1)⊗ · · ·⊗L(1/2, ht)

with χi ∈ (Z/2Z)8, 1 ≤ i ≤ s, and hj ∈ {0, 1/2}, 1 ≤ j ≤ t. Let D = tk
i=0(E

α + βi)

be a coset decomposition. We write βi = γi + δi such that Supp(γi) ⊂ Supp(α) and
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Supp(δi) ∩ Supp(α) = ∅. Then UEα+βi
is isomorphic to

UEα+γi
⊗L(1/2, (δi)8s+1/2)⊗ · · ·⊗L(1/2, (δi)n/2)

as an L-module and UD = ⊕k
i=1UEα+βi

is a D/Eα-graded simple current extension of L.

Then by the fusion rules (7.2.1) and Theorem 7.3.15, (UEα+βi
) £L X is an irreducible

L-module and (UEα+βi
) £L X 6' (UEα+βj

) £ X as UEα ⊗L(1/2, 0)⊗ t-module unless i = j.

Therefore, V α as an L-module is isomorphic to V α = ⊕k
i=1(VEα+βi

) £L X. Namely, V α

is a D/Eα-stable UD-module. Then by Theorem 4.4.9 together with fusion rules (7.2.1)

and those in Theorem 7.3.15, we have a fusion rule V α × V α = V 0 of UD-modules which

is a lifting of the fusion rule X ×X = L of L-modules.

Lemma 7.4.4. Under Hypothesis I, the space V 0⊕V α forms a simple VOA as a Z2-graded

simple current extension of V 0 for each α ∈ S \ 0.

Proof: Here we use the same notation as in the proof of Lemma 7.4.3. By the coset

decomposition D = tk
i=1(E

α + βi), V 0 = UD = ⊕k
i=1UEα+βi

is a D/Eα-graded simple

current extension of L = UEα ⊗L(1/2, 0)⊗ t ' (UH8)
⊗ s⊗L(1/2, 0)⊗ t. By the fusion rule

X × X = L of L-modules, X is a simple current L-module. Then by the associativity

of fusion products (cf. Theorem 3.7.6), an irreducible L-module (UEα+βi
) £L X is also a

simple current. Thus we obtain the set of inequivalent simple current L-modules

S = {UEα+βi
, (UEα+βj

) £L X | 1 ≤ i, j ≤ k }

with the following ((D/Eα)⊕ Z2)-graded fusion rules:

UEα+βi
× UEα+βj

= UEα+βi+βj
,

UEα+βi
× (UEα+βj

£L X) = (UEα+βi+βj
) £L X,

(UEα+βi
£L X)× (UEα+βj

) £L X = UEα+βi+βj
.

Since UD = ⊕k
i=1UEα+βi

has a structure of a D/Eα-graded simple current extension of

L and L ⊕X has a structure of a Z2-graded simple current extension of L by Corollary

7.3.14, we can apply Theorem 4.6.1 to S and hence we obtain a ((D/Eα)⊕ Z2)-graded

simple current extension

{⊕k
i=1UEα+βi

}⊕ {⊕k
i=1(UEα+βi

) £L X
}

of L. Since V 0 = ⊕k
i=1UEα+βi

and V α = ⊕k
i=1(UEα+βi

)£L X, the Z2-graded space V 0⊕V α

carries a simple VOA structure which is the desired Z2-graded simple current extension

of V 0.

Now we can prove
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Theorem 7.4.5. ([M4]) Under Hypothesis I, the space V = ⊕α∈SV α has a unique struc-

ture of a simple VOA as an S-graded simple current extension of V 0. In particular, there

exists a 2A-framed VOA whose structure codes are (D,S).

Proof: Let {α1, . . . , αr} be a linear basis of S and set Si := SpanZ/2Z{α1, . . . , αi}
for 1 ≤ i ≤ r. We proceed by induction on r. The case r = 0 is trivial and the case r = 1

is given by Lemma 7.4.4. Now assume that ⊕β∈SiV β has a structure of a simple VOA for

1 ≤ i ≤ r − 1. Then the set

T = {V β, V β+αi+1 | β ∈ Si }

consists of inequivalent simple current V 0-modules with (Si ⊕ Z2) = Si+1-graded fusion

rules:

V β1 × V β2 = V β1+β2 , V β1 × V β2+αi+1 = V β1+β2+αi+1 , V β1+αi+1 × V β2+αi+1 = V β1+β2

where β1, β2 ∈ Si. By inductive assumption, ⊕β∈SiV β is an Si-graded simple current

extension of V 0, and by Lemma 7.4.4, a direct sum V 0 ⊕ V αi+1 becomes a Z2-graded

simple current extension of V 0. Therefore, we can apply Theorem 4.6.1 to T to obtain

the Si+1-graded simple current extension ⊕β∈Si+1V α of V 0. Repeating this procedure, we

finally obtain Sr = S-graded simple current extension V = ⊕α∈SV α of V 0 = UD.

Remark 7.4.6. In [M4], Miyamoto assumed stronger conditions than those in Hypothesis I.

In particular, he assumed that the structure codes (D, S) are of length 8k for some positive

integer k. Our refinement enable us to construct 2A-framed VOAs with structure codes

of any length as long as Hypothesis I is satisfied.

7.4.2 Transformation of structure codes

In the rest of this section we consider a transformation of structure codes of a 2A-framed

VOA. One can easily verify the following.

Lemma 7.4.7. Let V i, i = 1, 2, be 2A-framed VOAs with structure codes (Di, Si), i =

1, 2, respectively. Then V 1⊗V 2 is also a 2A-framed VOA with structure codes (D1 ⊕
D1, S1 ⊕ S2).

We will need the following proposition to construct the moonshine VOA.

Proposition 7.4.8. Suppose that V = ⊕α∈SV α is a 2A-framed VOA with structure codes

(D,S) such that (D, S) and {V α | α ∈ S} satisfy Hypothesis I. Let C be an even code

such that D ⊂ C ⊂ S⊥. Then the induced module IndUC
UD

V α given by Theorem 4.5.2 is

uniquely determined and is an irreducible untwisted UC-module for all α ∈ S. Moreover,

a pair (C, S) and the set {IndUC
UD

V α | α ∈ S} also satisfy Hypothesis I.
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Proof: Since D ⊂ C, the code VOA UC is a D/C-graded simple current extension

of V 0 = UD. Since C ⊂ S⊥, we find that the powers of z in UD-intertwining operators

of type UD+β × V α → UD+β £UD
V α are contained in Z for all β ∈ C. Therefore, a UD-

module V α is lifted to be an untwisted UC-module for each α ∈ S by Theorem 4.5.2. We

show that the UC-module induced from a UD-module V α is unique up to isomorphism.

By considering a permutation on the coordinate set, we may assume that α = (18s0t)

with 8s + t = n. Then UD and UC contain a sub VOA UEα ⊗L(1/2, 0)⊗ t and V α has a

UEα ⊗L(1/2, 0)⊗ t-submodule of the form

Xα = H(1/16, χα,1)⊗ · · ·⊗H(1/16, χα,s)⊗L(1/2, h1)⊗ · · ·⊗L(1/2, ht)

with χα,i ∈ (Z/2Z)8, 1 ≤ i ≤ s and hj ∈ {0, 1/2}, 1 ≤ j ≤ t. Let C = tm
i=1(E

α + γi) be a

coset decomposition of Eα such that D = tk
i=1(E

α + γi), k ≤ m, is a coset decomposition

of D . Then UC = ⊕m
i=1UEα+γi

and UD = ⊕k
i=1UEα+γi

are C/Eα-graded and D/Eα-graded

simple current extensions of UEα ⊗L(1/2, 0)⊗ t, respectively. Since Xα is a simple current

UEα ⊗L(1/2, 0)⊗ t-module and UEα+βi
·Xα 6' UEα+βj

·Xα as UEα ⊗L(1/2, 0)⊗ t-modules

if i 6= j by (7.2.1) and Theorem 7.3.15, one sees that the induced UC-module

IndUC

UEα ⊗L(1/2,0)⊗ tX
α = ⊕m

i=1(UEα+γi
) ·Xα. (7.4.1)

is uniquely determined and gives an untwisted irreducible UC-module. On the other hand,

we see that

V α = IndUD

UEα ⊗L(1/2,0)⊗ tX
α = ⊕k

i=1(UEα+γi
) ·Xα.

Therefore, the induced module IndUC
UD

V α is unique and given by (7.4.1). We also note that

IndUC
UD

V α is a C/D-stable UC-module. Therefore, we have a lifting fusion rule IndUC
UD

V α×
IndUC

UD
V β = IndUC

UD
V α+β of UC-modules from the fusion rule V α × V β = V α+β of UD-

modules for α, β ∈ S by Theorem 4.4.9. Thus we have a pair of codes (C, S) and a

set of inequivalent simple current UC = IndUD
UD

V 0-modules {IndUC
UD

V α | α ∈ S} satisfying

Hypothesis I.

As a corollary, we have:

Theorem 7.4.9. Let V = ⊕α∈SV α be a 2A-framed VOA with structure codes (D,S).

(i) For a sub code S ′ of S, ⊕α∈S′V
α is a 2A-framed VOA with structure codes (D, S ′).

(ii) Suppose that a pair (D, S) and the set {V α | α ∈ S} satisfy Hypothesis I. Then for a

subcode C with D ⊂ C ⊂ S⊥,

IndC
DV :=

⊕
s∈S

IndUC
UD

V α

has a structure of a 2A-framed VOA with structure codes (C, S).
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7.5 The moonshine VOA as a 2A-framed VOA

In this subsection we review Miyamoto’s reconstruction of the moonshine vertex operator

algebra by using Theorem 7.4.5.

7.5.1 E8-lattice VOA

Let VE8 the lattice VOA associated to the root lattice of type E8. It is shown in [GH]

[M5] that VE8 is a 2A-framed VOA and there are exactly five inequivalent 2A-frames in

VE8 . We recall one of them. Set

SE8 := SpanZ/2Z{(116), (1808), (14041404), ({1100}4), ({10}8)}

and DE8 := (SE8)
⊥. Then it is known that SE8 is a Reed-Müller code RM(4, 1) and DE8

is a Reed-Müller code RM(4, 2).

Theorem 7.5.1. ([M5]) The lattice VOA VE8 is a 2A-framed VOA with structure codes

(DE8 , SE8).

Write VE8 = ⊕α∈SE8
V α

E8
. Then V 0

E8
' UDE8

and all V α
E8

, α ∈ SE8 , are irreducible

V 0
E8

-modules.

Proposition 7.5.2. ([M5]) The pair (DE8 , SE8) and the set {V α
E8

| α ∈ SE8} satisfy

Hypothesis I.

Proof: It is not difficult to see that a pair (DE8 , SE8) satisfies the condition (1)

of Hypothesis I. Since VE8 = ⊕α∈SE8
V α

E8
is an SE8-graded (simple current) extension of

V 0
E8

= UDE8
, the conditions (2) and (3) of Hypothesis I are also satisfied.

7.5.2 Construction of the moonshine VOA

We begin the Miyamoto’s construction. Set D(0) = DE8 ⊕ DE8 ⊕ DE8 and S(0) =

SE8 ⊕ SE8 ⊕ SE8 . Consider a tensor product

V (0) := VE8 ⊗VE8 ⊗VE8

of three copies of VE8 . Since VE8 = ⊕α∈SE8
V α

E8
is a 2A-framed VOA with structure codes

(DE8 , SE8) by Theorem 7.5.1, V (0) is a 2A-framed VOA with structure codes (D(0), S(0)).

It is clear from Theorem 7.5.2 that the pair (D(0), S(0)) and the set {V (0)α | α ∈ S(0)}
satisfy Hypothesis I. Set

S(1) := {(α, α, α) ∈ (Z/2Z)48 | α ∈ SE8} ⊂ S(0).
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and

V (1) :=
⊕

α∈S(1)

V (0)α =
⊕

β∈SE8

V β
E8
⊗V β

E8
⊗V β

E8
.

Then V (1) is a 2A-framed sub VOA of V (0) with structure codes (D(0), S(1)). It is clear

that the pair (D(0), S(1)) and the set {V (1)α = V (0)α | α ∈ S(1)} satisfy Hypothesis I.

Set ξ = (1015) ∈ (Z/2Z)16 and

Q = {(048), (ξ, ξ, 0), (ξ, 0, ξ), (0, ξ, ξ)} ⊂ (Z/2Z)48,

D(1) := D(0) + Q ⊂ (Z/2Z)48.

Then D(1) is an even code and satisfies D(1) ⊂ S(1)⊥. Then by Proposition 7.4.8 the

induced module

Ind
UD(1)

UD(0)
V α

E8
⊗V α

E8
⊗V α

E8

is uniquely determined and is an irreducible untwisted UD(1)-module for all α ∈ SE8 . Set

Wα
E8

:= UDE8
+ξ £UDE8

V α
E8

for 0 6= α ∈ SE8 . Then Wα
E8
6' V α

E8
as a UDE8

-module and we

have the following decomposition as a UD(0) = UDE8
⊗UDE8

⊗UDE8
-module:

Ind
UD(1)

UD(0)
V α

E8
⊗V α

E8
⊗V α

E8
= V α

E8
⊗V α

E8
⊗V α

E8

⊕
V α

E8
⊗W α

E8
⊗W α

E8⊕
W α

E8
⊗V α

E8
⊗Wα

E8

⊕
Wα

E8
⊗W α

E8
⊗V α

E8
.

Since the fusion products for UDE8
-modules is associative and commutative, we have the

following fusion rules for UDE8
-modules:

V α
E8
×W β

E8
= V α

E8
× (UDE8

+ξ × V β
E8

)

= (V α
E8
× V β

E8
)× UDE8

+ξ

= V α+β
E8

× UDE8
+ξ

= W α+β
E8

,

W β
E8
×W γ

E8
= (UDE8

+ξ × V β
E8

)× (UDE8
+ξ × V γ

E8
)

= (UDE8
+ξ × UDE8

+ξ)× (V β
E8
× V γ

E8
)

= V β+γ
E8

,

(7.5.1)

where α, β, γ ∈ SE8 . Now set

S\ := SpanZ/2Z {(116016016), (016116016), (016016116), (α, α, α) ∈ (Z/2Z)48 | α ∈ SE8}
= {(α, α, α), (αc, α, α), (α, αc, α), (α, α, αc) ∈ (Z/2Z)48 | α ∈ SE8}

and D\ := (S\)⊥, where we have used αc to denote a code word (1n) + α of (Z/2Z)n for

α ∈ (Z/2Z)n. Since dimZ/2Z S\ = 7, we have dimZ/2ZD\ = 41 and it is easy to see

D\ = {(β1, β2, β3) ∈
(
(Z/2Z)16

)⊕3 | β1 + β2 + β3 ∈ DE8 , β1, β2, β3 are even}.
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Since S\ ⊂ S(0) by definition, D(0) ⊂ D\ and the pairs (D(0), S\) and (D\, S\) satisfy

the condition (1) of Hypothesis I. Now we define V (2)β, β ∈ S\, as follows:

V (2)(α,α,α) := V α
E8
⊗V α

E8
⊗V α

E8
,

V (2)(α,α,αc) := Wα
E8
⊗Wα

E8
⊗V α

E8
,

V (2)(α,αc,α) := Wα
E8
⊗V α

E8
⊗W α

E8
,

V (2)(αc,α,α) := V α
E8
⊗W α

E8
⊗W α

E8
,

where α ∈ SE8 . Since the top weight of W α
E8

, α ∈ SE8 \ {0}, is contained in 1
2
N by the

fusion rules (7.2.1), the top weight of V (2)β, β ∈ S\, is contained in N. And by the fusion

rules (7.5.1), the set {V (2)α | α ∈ S\} of inequivalent irreducible V (2)0 = UD(0)-modules

satisfies the condition (3) of Hypothesis I. Therefore, we have a unique 2A-framed VOA

structure on

V (2) := ⊕α∈S\V (2)α

with structure codes (D(0), S\) by Theorem 7.4.5. Following Theorem 7.4.9, define

V \ := IndD\

D(0)V (2) =
⊕

α∈S\

Ind
U

D\

UD(0)
V (2)α.

Then V \ has a unique structure of a 2A-framed VOA with structure codes (D\, S\).

Theorem 7.5.3. ([M5]) The 2A-framed VOA V \ with structure codes (D\, S\) is isomor-

phic to the moonshine VOA constructed by Frenkel-Lepowsky-Muerman [FLM] and the

full automorphism group Aut(V \) is the Monster finite sporadic simple group M.

Proof: This is the main theorem of [M5] and the proof is not easy. Here we give

a brief explanation. Let ω = e1 + · · · + e48 be the 2A-frame of V \. Then we have

mutually commutative 48 Miyamoto involutions {τei | 1 ≤ i ≤ 48} acting on V \. One

can easily check that θ = τe1τe2 is of order 2. It is shown in [M5] that the fixed point

subalgebra (V \)〈θ〉 is isomorphic to the Z2-orbifold V +
Λ of the Leech lattice VOA VΛ.

By our construction, it is not difficult to see that our V \ has no weight one subspace.

Therefore, by the classification of irreducible V +
Λ -modules, V \ ' V +

Λ ⊕ (V T
Λ )+. Since the

structure of a Z2-graded extension V +
Λ ⊕ (V T

Λ )+ is unique over C, our moonshine VOA is

isomorphic to FLM’s moonshine VOA.

One can prove that V \ is generated by its weight two subspace by considering codes

D\ and S\. Then by the results of [C], [G] and [Ti], we can prove that Aut(V \) 'M. For

a different proof, see [M5].

Remark 7.5.4. It is shown in [C] [M1] that θ = τe1τe2 belongs to the 2B-conjugacy class

of the Monster.



Chapter 8

Applications to the Moonshine VOA

8.1 2A-involution and the baby-monster SVOA

In this subsection we consider an application of the theory of simple current extensions

to the theory of Miyamoto involutions.

8.1.1 Commutant superalgebra associated to the Ising model

Let (V, YV (·, z), 1l, ω) be a simple VOA. Suppose that V contains a conformal vector e

with central charge 1/2. We assume that the Virasoro sub VOA generated by e is simple

and we denote it by Vir(e).

Remark 8.1.1. Given a conformal vector e with central charge 1/2, we can determine

whether e generates a simple Virasoro VOA LVir(1/2, 0) by checking whether the singular

vector (
64(e(−1))

3 + 93(e(−2))
2 − 264e(−3)e(−1) − 108e(−5)

)
1l

vanishes in V or not (cf. [DMZ]).

Since Vir(e) is rational, we can decompose V into a direct sum of irreducible Vir(e)-

modules:

V = Ve(0)⊕ Ve(1/2)⊕ Ve(1/16),

where Ve(h) is the sum of all irreducible Vir(e)-submodules isomorphic to L(1/2, h), h ∈
{0, 1/2, 1/16}. Recall the Miyamoto involutions τe ∈ Aut(V ) and σe ∈ Aut(V 〈σe〉). By

definition, τe acts on Ve(0)⊕ Ve(1/2) as a scalar 1 and on Ve(1/16) as a scalar −1, and σe

acts on Ve(0) as a scalar 1 and on Ve(1/2) as a scalar −1.

Define the space of highest weight vectors by Te(h) := {v ∈ V | e(1)v = hv} for h ∈
{0, 1/2, 1/16}. Then as vector spaces we have isomorphisms Ve(h) ' L(1/2, h)⊗Te(h).

By the Miyamoto involution σe, the subspace Ve(0) ⊕ Ve(1/2) = L(1/2, 0)⊗Te(0) ⊕
L(1/2, 1/2)⊗Te(1/2) has a structure of a simple Z2-graded VOA. We also know that

113
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L(1/2, 0)⊕L(1/2, 1/2) is a simple SVOA. So it is likely to hold that the commutant sub-

algebra Te(0) affords a Z2-graded extension Te(0) ⊕ Te(1/2). We prove that this is true.

First, we show that a decomposition ω = e + (ω − e) is orthogonal if V is of CFT-type.

Lemma 8.1.2. If V is of CFT-type, then ω = e+(ω−e) is an orthogonal decomposition.

Proof: We compute e(1)ω(2)e.

e(1)ω(2)e = ω(2)e(1)e + [e(1), ω(2)]e

= 2ω(2)e− [ω(2), e(1)]e

= 2ω(2)e− {(ω(0)e)(3) + 2(ω(1)e)(2) + (ω(2)e)(1)}e
= 2ω(2)e− (ω(2)e)(1)e.

By the skew-symmetry, we have (ω(2)e)(1)e = e(1)ω(2)e − ω(0)e(2)ω(2)e. Since e(2)ω(2)e ∈
V0 = C1l, ω(0)e(2)ω(2)e = 0 and so (ω(2)e)(1)e = e(1)ω(2)e. Substituting this into the

equality above, we get e(1)ω(2)e = ω(2)e. Namely, ω(2)e is an eigenvector for e(1) with

eigenvalue 1. Since V is a module for Vir(e), there is no eigenvector with e(1)-weight 1.

Hence ω(2)e = 0. Then the assertion follows from Lemma 3.8.4.

By this lemma, we will assume that V is of CFT-type.

Proposition 8.1.3. (1) Te(0) = KerV e(0) = ComV (Vir(e)) is a simple sub VOA with

the Virasoro vector ω − e.

(2) Te(1/2) is an irreducible Te(0)-module.

(3) Vir(e) = KerV (ω − e)(0) = ComV (Te(0)).

Proof: (1): Let v ∈ V . Since e(1)v = 0 implies e(0)v = 0, Te(0) = KerV e(1) =

KerV e(0). So we only need to show that Te(0) is simple. Since V is simple, the τe-orbifold

V 〈τe〉 = Ve(0)⊕ Ve(1/2) is simple. Then the σe-orbifold (V 〈τe〉)〈σe〉 = Ve(0) is also simple.

Since Vir(e)⊗Te(0) 3 a⊗ b 7→ a(−1)b ∈ Ve(0) is an isomorphism of VOAs, Te(0) is also

simple.

(2): Since both V 〈τe〉 = Ve(0) ⊕ Ve(1/2) and Ve(0) are simple VOAs, Ve(1/2) is an irre-

ducible Ve(0)-module. So Te(1/2) is also irreducible.

(3): As ω−e is a conformal vector, KerV (ω−e)(0) is generally contained in KerV (ω−e)(1).

On the other hand, since V is of CFT-type, KerV (ω − e)(1) = Vir(e). Then

Vir(e) ⊂ ComV (ComV (Vir(e))) = KerV (ω − e)(0)

implies Vir(e) = KerV (ω − e)(0).

Recall the construction of code VOAs in Section 7.3.1. We note that our construction

in Section 7.3.1 works in particular to define a tensor product of any two SVOAs.
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Theorem 8.1.4. Suppose that Te(1/2) 6= 0. Then there exists a simple SVOA structure

on Te(0)⊕ Te(1/2) such that the even part of a tensor product of SVOAs

{L(1/2, 0)⊕ L(1/2, 1/2)}⊗{Te(0)⊕ Te(1/2)}
is isomorphic to Ve(0)⊕ Ve(1/2) as a VOA.

Proof: We shall define vertex operators on an abstract space Te(0)⊕Te(1/2). First,

we show an existence of a Te(0)-intertwining operator of type Te(1/2)× Te(1/2) → Te(0).

Write YV (ω, z) =
∑

n∈Z L(n)z−n−2 and YV (e, z) =
∑

n∈Z Le(n)z−n−2. Since L(0) − Le(0)

semisimply acts on both Te(0) and Te(1/2), we can take bases {aγ | γ ∈ Γ} and {uλ | λ ∈
Λ} of Te(0) and Te(1/2), respectively, consisting of eigen vectors for L(0) − Le(0). Let

πγ : Ve(0) → L(1/2, 0)⊗ aγ, γ ∈ Γ, be a projection map. For γ ∈ Γ and λ, µ ∈ Λ, we

define a linear operator Iγ
λµ(·, z) of type L(1/2, 1/2)× L(1/2, 1/2) → L(1/2, 0)⊗ aγ by

Iγ
λµ(x, z)y := z−L(0)+Le(0)πγY (zL(0)−Le(0)x⊗uλ, z)zL(0)−Le(0)y⊗uµ

= z−|γ|+|λ|+|µ|πγY (x⊗uλ, z)y⊗uµ,

for x, y ∈ L(1/2, 1/2), where |λ|, |µ| and |γ| denote the (L(0) − Le(0))-weight of uλ, uµ

and aγ, respectively. Then by Proposition 3.8.9 the operator Iγ
λµ(·, z) is an L(1/2, 0)-

intertwining operator of type L(1/2, 1/2) × L(1/2, 1/2) → L(1/2, 0). Since the space

of intertwining operators of that type is one-dimensional, each Iγ
λµ(·, z) is proportional

to the vertex operator map YM(·, z) on the SVOA M = L(1/2, 0) ⊕ L(1/2, 1/2) which

we constructed explicitly in Section 7.1.2. Thus there exist scalars cγ
λµ ∈ C such that

Iγ
λµ(·, z) = cγ

λµYM(·, z). Then the vertex operator of x⊗uλ ∈ L(1/2, 1/2)⊗Te(1/2) on

Ve(1/2) can be written as follows:

YV (x⊗uλ, z)y⊗uµ = YM(x, z)y⊗
∑
γ∈Γ

cγ
λµa

γz|γ|−|λ|−|µ|.

Thus, by setting J(uλ, z)uµ :=
∑
γ∈Γ

cγ
λµa

γz|γ|−|λ|−|µ|, we obtain a decomposition

YV (x⊗uλ, z)y⊗uµ = YM(x, z)y⊗ J(uλ, z)uµ

for x⊗uλ, y⊗uµ ∈ L(1/2, 1/2)⊗Ve(1/2). We claim that J(·, z) is a Te(0)-intertwining

operator of type Te(1/2) × Te(1/2) → Te(0). It is obvious that J(u, z)v contains finitely

many negative powers of z and the (ω − e)(0)-derivation property J((ω − e)0u, z)v =
d
dz

J(u, z)v hold for all u, v ∈ Te(1/2). So we should show that J(·, z) satisfies both the

commutativity and the associativity. Let a ∈ Te(0) and u, v ∈ Te(1/2) be arbitrary

elements. Then the commutativity of vertex operators on V leads to

(z1 − z2)
NYV (1l⊗ a, z1)YV (ψ− 1

2
1l⊗u, z2)ψ− 1

2
1l⊗ v

= (z1 − z2)
NYV (ψ− 1

2
1l⊗u, z2)YV (1l⊗ a, z1)ψ− 1

2
1l⊗ v.
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for sufficiently large N . Rewriting the equality above we get

(z1 − z2)
NYM(ψ− 1

2
1l, z2)ψ− 1

2
1l⊗YTe(0)(a, z1)J(u, z2)v

= (z1 − z2)
NYM(ψ− 1

2
1l, z2)ψ− 1

2
1l⊗ J(u, z2)YTe(1/2)(a, z1)v,

where YTe(0)(a, z) and YTe(1/2)(·, z) denote the vertex operator of a ∈ Te(0) on Te(0) and

Te(1/2), respectively. By comparing the coefficients of (ψ− 1
2
1l)(0)ψ− 1

2
1l = 1l, we get the

commutativity:

(z1 − z2)
NYTe(0)(a, z1)J(u, z2)v = (z1 − z2)

NJ(u, z2)YTe(1/2)(a, z1)v.

Similarly, by considering coefficients of YV (YV (1l⊗ a, z0)ψ− 1
2
1l⊗u, z2)ψ− 1

2
1l⊗ v in V , we

obtain the associativity:

(z0 + z2)
NYTe(0)(a, z0 + z2)J(u, z2)v = (z2 + z0)

NJ(YTe(1/2)(a, z0)u, z2)v.

Hence, J(·, z) is a Te(0)-intertwining operator of the desired type.

Using YV (·, z) and J(·, z), we introduce a vertex operator map Ŷ (·, z) on Te(0) ⊕
Te(1/2). Let a, b ∈ Te(0) and u, v ∈ Te(1/2). We define

1l⊗ Ŷ (a, z)b := YV (1l⊗ a, z)1l⊗ b, ψ− 1
2
1l⊗ Ŷ (a, z)u := YV (1l⊗ a, z)ψ− 1

2
1l⊗u,

ψ− 1
2
1l⊗ Ŷ (u, z)a := ez(L(−1)−Le(−1)YV (1l⊗ a, z)ψ− 1

2
1l⊗u, Ŷ (u, z)v := J(u, z)v.

Then all Ŷ (·, z) are Te(0)-intertwining operators. We note that Ŷ (·, z) satisfies the vacuum

condition:

Ŷ (x, z)1l ∈ x + (Te(0)⊕ Te(1/2)) [[z]]z

for any x ∈ Te(0) ⊕ Te(1/2). Hence, to prove that Te(0) ⊕ Te(1/2) is a simple SVOA,

it is sufficient to show that the vertex operator map Ŷ (·, z) defined above satisfies the

commutativity. By our definition, the vertex operator map YV (a⊗ x, z) of a⊗ x ∈
L(1/2, h)⊗Te(h) = Ve(h), h = 0, 1/2, can be written as YM(a, z)⊗ Ŷ (x, z). Because

of our manifest construction of YM(·, z) in Section 7.1.2, we can perform explicit com-

putations of the vertex operator YM(·, z) on L(1/2, 0)⊕ L(1/2, 1/2). Therefore, by com-

paring the coefficients of vertex operators on V , we can prove that Ŷ (·, z) satisfies the

(super-)commutativity. Thus, by our definition, (Te(0)⊕ Te(1/2), Ŷ (·, z), 1l, ω− e) carries

a structure of a simple SVOA. The rest of the assertion is now clear.

Remark 8.1.5. There is another proof of Theorem 8.1.4 in [Hö1]. In [Hö1], he assumed

the existence of a positive definite invariant bilinear form on a real form of V . However,

our argument does not need the assumption on the unitary form.
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Since τ 2
e = 1 on V , the space Ve(1/16) is an irreducible V 〈τe〉-module. As a (V 〈τe〉)〈σe〉 =

Vir(e)⊗Te(0)-module, Ve(1/16) can be written as L(1/2, 1/16)⊗Te(1/16). It is not clear

that Te(1/16) is irreducible under Te(0). However, we can prove that it is irreducible

under Te(0)⊕ Te(1/2).

Theorem 8.1.6. Suppose that Ve(1/16) 6= 0. Then Te(1/16) carries a structure of an

irreducible Z2-twisted Te(0) ⊕ Te(1/2)-module. Moreover, Ve(1/16) is isomorphic to a

tensor product of an irreducible Z2-twisted L(1/2, 0)⊕ L(1/2, 1/2)-module L(1/2, 1/16)+

and an irreducible Z2-twisted Te(0)⊕ Te(1/2)-module Te(1/16).

Proof: The idea of the proof is the same as that of Theorem 8.1.4. Computing

vertex operators on L(1/2, 1/16)+ and then comparing the coefficients in V , we will

reach the assertion. Denote by YN(·, z) the vertex operator map on the Z2-twisted

L(1/2, 0) ⊕ L(1/2, 1/2)-module L(1/2, 1/16)+ as we constructed in Section 7.1.2. Let

a⊗ b ∈ L(1/2, h)⊗Te(h) with h = 0 or 1/2 and x⊗ y ∈ L(1/2, 1/16)⊗Te(1/16). As we

did before, we can find Te(0)-intertwining operators YTe(h)×Te(1/16)(·, z) of types Te(h) ×
Te(1/16) → Te(1/16) such that

YV (a⊗ b, z)x⊗ y = YN(a, z)x⊗YTe(h)×Te(
1
16

)(b, z)y. (8.1.1)

Define Ŷ (b, z)y := YTe(h)×Te(
1
16

)(b, z)y for b ∈ Te(h), h = 0, 1/2 and y ∈ Te(1/16).

By direct computations, we can prove that the Z2-twisted Jacobi identity for YN(·, z)

together with the Jacobi identity for YV (·, z) supplies the Z2-twisted Jacobi identity

for Ŷ (·, z). Thus, (Te(1/16), Ŷ (·, z)) is a Z2-twisted Te(0) ⊕ Te(1/2)-module. Since

Ve(1/16) = L(1/2, 1/16)⊗Te(1/16) is irreducible under Ve(0)⊕Ve(1/2), the irreducibility

of Te(1/16) is obvious.

8.1.2 One-point stabilizer

We keep the setup of previous subsection. Assume that V = Ve(0)⊕ Ve(1/2)⊕ Ve(1/16)

with Ve(h) 6= 0 for h = 0, 1/2, 1/16. Define the one-point stabilizer by CAut(V )(e) := {ρ ∈
Aut(V ) | ρ(e) = e}. Then by τρ(e) = ρτeρ

−1 for any ρ ∈ Aut(V ), we have CAut(V )(e) ⊂
CAut(V )(τe), where CAut(V )(τe) denotes the centralizer of an involution τe ∈ Aut(V ).

Lemma 8.1.7. There are group homomorphisms ψ1 : CAut(V )(e) → CAut(V 〈τe〉)(e) and

ψ2 : CAut(V 〈τe〉)(e) → Aut(Te(0)) such that Ker(ψ1) = 〈τe〉 and Ker(ψ2) = 〈σe〉.

Proof: Let ρ ∈ CAut(V )(e). Then ρ preserves the space of highest weight vectors

Te(h) where h ∈ {0, 1/2, 1/16}. Then we can define the actions of ρ on the space

of highest weight vectors Te(h) and the eigenspaces Ve(h) for h ∈ {0, 1/2, 1/16}. In

particular, we have group homomorphisms ψ1 : CAut(V )(e) → CAut(V 〈τe〉)(e) and ψ2 :



118 CHAPTER 8. APPLICATIONS TO THE MOONSHINE VOA

CAut(V 〈τe〉)(e) → Aut(Te(0)) by a natural way. Assume that ψ1(ρ) = idV 〈τe〉 for ρ ∈
CAut(V )(e). Since ρ ∈ CAut(V )(τe), ρ acts on Ve(1/16) commutes with the action of

V 〈τe〉 = Ve(0)⊕ Ve(1/2) on its module Ve(1/2). Therefore, ρ is a scalar by Schur’s lemma

and hence ρ ∈ 〈τe〉 ⊂ CAut(V )(τe). Similarly, if ψ1(ρ
′) = idTe(0) for ρ′ ∈ CAut(V 〈τe〉)(e), then

ρ′ ∈ 〈σe〉 ⊂ CAut(V 〈τe〉)(e).

Below we will work over the following setup.

Hypothesis II

V is a simple holomorphic C2-cofinite VOA of CFT type such that

(1) V contains a conformal vector e which generates a simple Virasoro VOA Vir(e) '
L(1/2, 0).

(2) V has a decomposition Ve(0) ⊕ Ve(1/2) ⊕ Ve(1/16) such that Ve(h) 6= 0 for h ∈
{0, 1/2, 1/16}.
(3) Te(0) is a simple rational C2-cofinite VOA of CFT-type.

(4) Ve(1/16) is a simple current V 〈τe〉-module and Te(1/2) is a simple current Te(0)-module.

Theorem 8.1.8. Under Hypothesis II, V 〈τe〉 has exactly four inequivalent irreducible

modules V 〈τe〉, Ve(1/16), W 0 := L(1/2, 0)⊗Te(1/2) ⊕ L(1/2, 1/2)⊗Te(0) and W 1 :=

Ve(1/16) £V 〈τe〉 W 0.

Proof: Note that Ve(0) = Vir(e)⊗Te(0) and V 〈τe〉 are simple rational C2-cofinite

VOAs of CFT-type under Hypothesis II. Therefore, we can apply a theory of fusion

products here. Since V = V 〈τe〉 ⊕ Ve(1/16) is a Z2-graded simple current extension of

V 〈τe〉, every irreducible V 〈τe〉-module is lifted to be either an irreducible V -module or

an irreducible τe-twisted V -module. Moreover, the τe-twisted V -module is unique up to

isomorphism by Theorem 10.3 of [DLM2]. Consider a Ve(0)-module L(1/2, 1/2)⊗Te(0).

Since Te(1/2) is a simple current Te(0)-module, the space

W 0 = L(1/2, 1/2)⊗Te(0)⊕ L(1/2, 0)⊗Te(1/2)

has a unique structure of an irreducible V 〈τe〉-module by Theorem 4.5.3. Then the induced

module

W = W 0 ⊕W 1, W 1 = Ve(1/16) £V 〈τe〉 W 0,

becomes an irreducible τe-twisted V -module again by Theorem 4.5.3. Therefore, V 〈τe〉

has exactly four irreducible modules as in the assertion. Finally we remark that V 〈τe〉,

Ve(1/16) and W 1 have integral top weights and W 0 has a top weight in 1/2 + N.

By the fusion rules (7.2.1), we note that W 1 as a Vir(e) is a direct sum of copies of

L(1/2, 1/16). Set the space of highest weight vectors of W 1 by Qe(1/16) := {v ∈ W 1 |
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Le(0)v = (1/16) · v}. Then as a Vir(e)⊗Te(0)-module, W 1 ' L(1/2, 1/16)⊗Qe(1/16).

In this case, we can also verify that the space Qe(1/16) naturally carries an irreducible

Z2-twisted Te(0) ⊕ Te(1/2)-module structure such that W 1 ' L(1/2, 1/16)+⊗Qe(1/16)

as a (L(1/2, 0)⊕ L(1/2, 1/2))⊗ (Te(0)⊕ Te(1/2))-module.

Proposition 8.1.9. If the Z2-twisted Te(0) ⊕ Te(1/2)-module Te(1/16) is irreducible as

a Te(0)-module, then its Z2-conjugate is isomorphic to Qe(1/16) as a Z2-twisted Te(0)⊕
Te(1/2)-module. In this case there are three irreducible Te(0)-modules, Te(0), Te(1/2) and

Te(1/16). Conversely, if Te(1/16) as a Te(0)-module is not irreducible, then so is Qe(1/16)

and in this case there are six inequivalent irreducible Te(0)-modules.

Proof: Assume that Te(1/16) is irreducible as a Te(0)-module. Then its Z2-conjugate

is not isomorphic to Te(1/16) as a Z2-twisted Te(0)⊕Te(1/2)-module. We denote the Z2-

conjugate of Te(1/16) by Te(1/16)−. It is not difficult to generalize Theorem 4.5.2 to

include the case of SVOA by a similar argument (see Appendix). Then we see that every

irreducible Te(0)-module is lifted to be either an irreducible Te(0)⊕Te(1/2)-module or an

irreducible Z2-twisted Te(0) ⊕ Te(1/2)-module. Then by the classification of irreducible

V 〈τe〉-modules in Theorem 8.1.8, we see that any irreducible Z2-twisted Te(0) ⊕ Te(1/2)-

module is isomorphic to one and only one of Te(1/16) and Te(1/16)− = Qe(1/16).

Conversely, if Te(1/16) is not irreducible, then it is a direct sum of inequivalent two

irreducible Te(0)-module as Te(1/2) is a simple current Te(0)-module. Then Qe(1/16) is

also a direct sum of two inequivalent irreducible Te(0)-modules and Qe(1/16) 6' Te(1/16)

as Te(0)-modules because of the classification of irreducible V 〈τe〉-modules.

Corollary 8.1.10. If Te(1/16) is irreducible as a Te(0)-module, then V 〈τe〉 ⊕ W 1 is a

Z2-graded simple current extension of V 〈τe〉 which is equivalent to V = V 〈τe〉 ⊕ Ve(1/16).

Proof: If Te(1/16) is an irreducible Te(0)-module, then by the previous proposi-

tion the Z2-conjugate Ve(0) ⊕ Ve(1/2)-module of Ve(1/16) = L(1/2, 1/16)⊗Te(1/16) is

isomorphic to W 1 = L(1/2, 1/16)⊗Qe(1/16). Then as the Z2-conjugate extension of

V 〈τe〉 = Ve(0)⊕ Ve(1/2), V 〈τe〉 ⊕W 1 has a structure of a Z2-graded extension.

Remark 8.1.11. The above corollary implies that the Z2-twisted orbifold construction

applied to V in the case of Z2 = 〈τe〉 yields again V itself.

Theorem 8.1.12. Under the Hypothesis II,

(i) ψ2 is surjective, that is, CAut(V 〈τe〉)(e) ' 〈σe〉.Aut(Te(0)).

(ii) Aut(Te(0) ⊕ Te(1/2)) ' 2.(CAut(V 〈τe〉)(e)/〈σe〉), where 2 denotes the canonical Z2-

symmetry on the SVOA Te(0)⊕ Te(1/2).

(iii) |CAut(V 〈τe〉)(e) : CAut(V )(e)/〈τe〉| ≤ 2.

(iv) If CAut(V )(e)/〈τe〉 is simple or has an odd order, then the extensions in (i) and (ii)
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split. That is, CAut(V 〈τe〉)(e) ' 〈σe〉 × CAut(V )(e)/〈τe〉 and Aut(Te(0) ⊕ Te(1/2)) ' 2 ×
Aut(Te(0)).

Proof: Since we have an injection from CAut(V 〈τe〉)(e)/〈σe〉 to Aut(Te(0)) by Lemma

8.1.7, we show that every element in Aut(Te(0)) lifts to be an element in CAut(V 〈τe〉)(e).

By Proposition 8.1.9, every irreducible Te(0)-module appears in the one of Te(0), Te(1/2),

Te(1/16) or Qe(1/16) as a submodule. In particular, we find that Te(0) is the only ir-

reducible Te(0)-module whose top weight is integral and Te(1/2) is the only irreducible

Te(0)-module whose top weight is in 1/2 + N. Let ρ ∈ Aut(Te(0)). Then by considering

top weights we can immediately see that Te(0)ρ ' Te(0) and Te(1/2)ρ ' Te(1/2). Then

by Theorem 4.2.9 we have a lifting ρ̃ ∈ Aut(Te(0) ⊕ Te(1/2)) such that ρ̃Te(0) = Te(0),

ρ̃Te(1/2) = Te(1/2) and ρ̃|Te(0) = ρ. Since this lifting is unique up to a multiple of the

canonical Z2-symmetry on Te(0)⊕Te(1/2), we have Aut(Te(0)⊕Te(1/2)) ' 2.Aut(Te(0)).

Now consider the canonical extension of ρ̃ to CAut(V 〈τe〉)(e). We define ˜̃ρ ∈ CAut(V 〈τe〉)(e)

by

˜̃ρ|L(1/2,h)⊗Te(h) := idL(1/2,h)⊗ ρ̃

for h = 0, 1/2. Then by this lifting CAut(V 〈τe〉)(e) contains a subgroup which is isomorphic

to 2.Aut(Te(0)). Moreover, the canonical Z2-symmetry on Te(0) ⊕ Te(1/2) is naturally

extended to σe ∈ CAut(V 〈τe〉)(e). Clearly ψ2(˜̃ρ) = ρ and so ψ2 is surjective. Hence we have

the desired isomorphisms CAut(V 〈τe〉)(e) ' 〈σe〉.Aut(Te(0)) and Aut(Te(0) ⊕ Te(1/2)) '
2.(CAut(V 〈τe〉)(e)/〈σe〉). This completes the proof of (i) and (ii).

Consider (iii). By Theorem 8.1.8, there are exactly three irreducible V 〈τe〉-modules

whose top weights are integral, namely, V 〈τe〉, Ve(1/16) and W 1. Since CAut(V 〈τe〉)(e) acts

on the 2-point set {Ve(1/16),W 1} as a permutation, there is a subgroup H of CAut(V 〈τe〉)(e)

of index at most 2 such that Ve(1/16)π ' Ve(1/16) as a V 〈τe〉-module for all π ∈ H. Then

there is a lifting π̃ ∈ CAut(V )(e) of π such that ψ1(π̃) = π for each π ∈ H by Theorem

4.2.9. Thus |CAut(V 〈τe〉)(e) : CAut(V )(e)/〈τe〉| ≤ 2 and (iii) holds.

Consider (iv). Suppose that CAut(V )(e)/〈τe〉 is simple or has an odd order. We know

that CAut(V 〈τe〉)(e) contains a subgroup isomorphic to CAut(V )(e)/〈τe〉 with index at most 2

by (iii). However, since CAut(V 〈τe〉)(e) contains a normal subgroup 〈σe〉 of order 2, the index

|CAut(V 〈τe〉)(e) : CAut(V )(e)/〈τe〉| must be 2 and hence we obtain the desired isomorphism

CAut(V 〈τe〉)(e) ' 〈σe〉 × CAut(V )(e)/〈τe〉. In this case it is easy to see that the extension

Aut(Te(0)⊕ Te(1/2)) = 2.Aut(Te(0)) splits.

Corollary 8.1.13. If CAut(V )(e)/〈τe〉 is simple or has an odd order, then Ve(1/16) is an

irreducible Ve(0)-module and Te(1/16) is an irreducible Te(0)-module. Therefore, V 〈τe〉 ⊕
W 1 forms the σe-conjugate extension of V = V 〈τe〉 ⊕ Ve(1/16) and is isomorphic to V .
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Proof: Let H be the subgroup of CAut(V 〈τe〉)(e) which fixes Ve(1/16) in the action on

the 2-point set {Ve(1/16),W 1}. It is shown in in the proof of (iii) of Theorem 8.1.12 that

we have inclusions

H ⊂ CAut(V )(e)/〈τe〉 ⊂ CAut(V 〈τe )(e) = 〈σe〉 × CAut(V )(e)/〈τe〉.

Therefore, σe 6∈ H and hence σe permutes Ve(1/16) and W 1. Then Ve(1/16) is an irre-

ducible Ve(0)-module by Proposition 8.1.9 and hence Te(1/16) as a Te(0) as a Te(0)-module

is irreducible. The rest of the assertion is now clear.

Remark 8.1.14. The assertion (iii) of Theorem 8.1.12 is already established in [M11]. Also,

we should note that the idea of the above proof is already developed in [Sh].

8.1.3 Superalgebras associated to 2A-framed VOA

Let V be a 2A-framed VOA with structure codes (D,S). We assume that the pair (D,S)

satisfies the condition (1-ii) of Hypothesis I and D = S⊥. Then V is a holomorphic VOA

by Theorem 7.4.2. Let ω = e1+· · ·+en be the 2A-frame of V . We consider the commutant

subalgebra for Vir(e1). For simplicity, set e = e1. Then we have a decomposition

V = Ve(0)⊕ Ve(1/2)⊕ Ve(1/16).

Here we also assume that {1}∩Supp(S) 6= ∅, that is, Ve(1/16) 6= 0. Then by the condition

(1-ii) of Hypothesis I we have Ve(1/2) 6= 0. Let V = ⊕α∈SV α be the decomposition

according to the structure codes (D, S). Then V 0 is isomorphic to the code VOA UD

associated to the even linear code D and VD is an S-graded simple current extension

of V 0 by Lemma 7.4.3. Set S0 = {α ∈ S | {1} ∩ Supp(α) = ∅} and S1 = {α ∈ S |
{1} ∩ Supp(α) = {1}}. Then S = S0 t S1 (disjoint union) and we have a Z2-grading

V = (⊕α∈S0V α)⊕ (⊕β∈S1V β
)

with Ve(0)⊕ Ve(1/2) = ⊕α∈S0V α and Ve(1/16) = ⊕β∈S1V β. Since V α, α ∈ S, are simple

current V 0-modules, Ve(1/16) is a simple current V 〈τe〉 = Ve(0)⊕ Ve(1/2)-module.

Write Ve(h) = L(1/2, h)⊗Te(h) for h = 0, 1/2, 1/16 as we did before. Then by

Theorem 8.1.4, we know that Te(0) ⊕ Te(1/2) is a simple SVOA. The Virasoro vector of

Te(0) is given by ω−e1 = e2 + · · ·+en and so Te(0) is a 2A-framed VOA. We compute the

structure codes of Te(0). Define φε : (Z/2Z)n−1 ↪→ (Z/2Z)n by (Z/2Z)n−1 3 α 7→ (ε, α) ∈
(Z/2Z)n for ε = 0, 1, and set

Dε := {α ∈ (Z/2Z)n−1 | φε(α) ∈ D}, ε = 0, 1, S0,0 := {β ∈ (Z/2Z)n−1 | φ0(β) ∈ S0}.

Proposition 8.1.15. The structure codes of Te(0) with respect to the 2A-frame e2+· · ·+en

are (D0, S0,0).
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Proof: For α ∈ S0, define V α,ε to be the sum of all irreducible ⊗n
i=1 Vir(ei)-modules

whose Vir(e1)-components are isomorphic to L(1/2, ε/2) for ε = 0, 1. Then Ve(1/2) 6= 0

implies that V α,ε 6= 0 for all α ∈ S0 and ε = 0, 1. Therefore, V α = V α,0 ⊕ V α,1 and

we obtain the 1/16-word decompositions Ve(0) = ⊕α∈S0V α,0 and Ve(1/2) = ⊕α∈S0V α,1.

Since D = φ0(D
0) t φ1(D

1), V 0,0 ' L(1/2, 0)⊗UD0 . Thus Te(0) has the 1/16-word

decomposition Te(0) = ⊕α∈S0,0Te(0)α such that τ(Te(0)α) = α and Te(0)0 ' UD0 . Hence

the structure codes of Te(0) are (D0, S0,0).

Remark 8.1.16. By the proof above, we find that Te(1/2) also has the 1/16-word decom-

position Te(1/2) = ⊕α∈S0,0Te(1/2)α such that τ(Te(1/2)α) = α. In particular, Te(1/2)0 is

isomorphic to a coset module UD1 .

The following is easy to see:

Lemma 8.1.17. The structure codes (D0, S0,0) satisfy the condition (1) of Hypothesis I.

Thus Te(0) is an S0-graded simple current extension of Te(0)0 = UD0 by Lemma 7.4.3.

Thanks to Theorem 7.4.5, we can construct Te(0) as a 2A-framed VOA without reference

to V .

Proposition 8.1.18. Te(1/2) is a simple current Te(0)-module.

Proof: By Remark 8.1.16, Te(1/2) is isomorphic to the induced module Ind
Te(0)
UD0

UD1

given by Theorem 4.5.2. Therefore, we have the fusion rule

Te(1/2) £Te(0) Te(1/2) = Ind
Te(0)
UD0

(UD1 £UD0 UD1) = Ind
Te(0)
UD0

UD0 = Te(0)

by Theorem 4.4.9. Thus Te(0) is a simple current Te(0)-module by Lemma 4.1.2.

Summarizing, we obtain:

Proposition 8.1.19. Let V be a 2A-framed VOA with structure codes (D,S) and a 2A-

frame ω = e1 + · · · + en. Suppose that the pair (D, S) satisfies the condition (1-ii) of

Hypothesis I and Ve1(1/16) 6= 0. Then V and e1 satisfy Hypothesis II.

8.1.4 The baby-monster SVOA

Now consider the moonshine VOA V \ which we have constructed as a 2A-framed VOA in

Section 7.5.2. It has a 2A-frame ω\ = e1 + · · ·+ e48 whose associated structure codes are

(D\, S\) as in Section 7.5.2. By Proposition 8.1.19, the pair (V \, e1) satisfies Hypothesis

II. In the following we consider the commutant superalgebra associated to V \.

The full automorphism group of V \ known to be the Monster M. For a conformal

vector e ∈ V \ with central charge 1/2, it is shown in [C] [M1] that the Miyamoto involution
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τe belongs to the 2A-conjugacy class of the Monster and that the correspondence e Ã τe

is one-to-one. In particular, all conformal vectors of V \ with central charge 1/2 are

conjugate under the Monster. The centralizer CM(τe) of a 2A-involution τe is the 2-fold

central extension 〈τe〉 · B of the baby monster finite sporadic simple group B [ATLAS].

So B acts on the τe-invariants of V \ as an automorphism group of a VOA. Motivated by

this fact, G. Höhn studied the τe-invariants of V \ and found the baby-monster SVOA VB

on which B acts as an automorphism group in [Hö1]. In this article we present a slight

different approach. Consider the decomposition of V \ as an Vir(e1)-module:

V \ = L(1/2, 0)⊗T \
e1(0)⊕ L(1/2, 1/2)⊗T \

e1(1/2)⊕ L(1/2, 1/16)⊗T \
e1(1/16).

Then by Theorem 8.1.4 we obtain a simple SVOA T \
e1(0)⊕T \

e1(1/2) and its irreducible Z2-

twisted module T \
e1(1/16). Following Höhn [Hö1], we set VB0 := T \

e1(0), VB1 := T \
e1(1/2)

and VB := VB0 ⊕ VB1, and we call it the baby-monster SVOA∗. We also set VBT :=

T \
e1(1/16) which is an irreducible Z2-twisted VB-module. Since all the conformal vectors

of V \ with central charge 1/2 are conjugate under M, the algebraic structures of VB and

VBT are independent of the choice of a conformal vector e1. Now by applying Theorem

8.1.12 to V \ and e1, we have the following theorem (cf. [Hö1] [Hö2]):

Theorem 8.1.20. (1) The SVOA VB obtained from V \ by cutting off the Ising model is

a simple SVOA.

(2) The piece VBT obtained from V \ is an irreducible Z2-twisted VB-module.

(3) Aut(VB0) ' B and Aut(VB) ' 2× B.

(4) VBT as a VB0-module is irreducible. Thus, there are exactly three irreducible VB0-

modules, VB0, VB1 and VBT .

(5) The fusion rules for irreducible VB0-modules are as follows:

VB1 × VB1 = VB0, VB1 × VBT = VBT , VBT × VBT = VB0 + VB1.

Proof: The assertion (1) follows from Theorem 8.1.4 and (2) follows from Theo-

rem 8.1.6. So consider (3). For simplicity, below we write e for e1. By (i) of Theo-

rem 8.1.12, we have CAut((V \)〈τe〉)(e) ' 〈σe〉 × Aut(VB0). On the other hand, we have

|CAut((V \)〈τe〉)(e) : CAut(V \)(e)/〈τe〉| ≤ 2 by (iii) of Theorem 8.1.12. Since the correspon-

dence e Ã τe is one-to-one by [C] and [M1], CAut(V \)(e) = CAut(V \)(τe) = CM(τe) ' 〈τe〉 ·B.

Therefore, CAut((V \)〈τe〉)(e) contains B with index at most 2. If CAut((V \)〈τe〉)(e) = B, then

the simple group B contains a normal subgroup 〈σe〉 of order 2, which is a contradiction. It

is easy to see that B and σe commute. Thus CAut((V \)〈τe〉)(e) ' 〈σe〉×B and Aut(VB0) ' B.

This completes the proof of (3).

∗He also call it the shorter moonshine module i n [Hö2].
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Consider (4). Since CAut((V \)〈τe〉)(e)/(CAut(V \)(e)/〈τe〉) = 〈σe〉 is of order 2, the involu-

tion σe permutes V \
e (1/16) and W 1, where W 1 is as in Theorem 8.1.8, by the proof of (iii)

of Theorem 8.1.12. Then V \
e (1/16) and W 1 as V \

e (0)-modules are isomorphic. So VBT is

irreducible as a VB0-module by Proposition 8.1.9. Therefore, the irreducible VB0-modules

are given by VB0, VB1 and VBT again by Proposition 8.1.9. This completes the proof of

(4).

Finally, consider (5). We only have to show the fusion rule VBT × VBT = VB0 + VB1.

By considering the 1/16-word of VBT , the fusion product VBT × VBT is contained in

NVB0 ⊕ NVB1 in the fusion algebra for VB0. Write VBT × VBT = n0VB
0 + n1VB

1 with

n0, n1 ∈ N. Then the simplicity of V \ implies n0 6= 0 and n1 6= 0. And by applying VB1 to

VBT × VBT , we see that n0 = n1. At last, since the dual module of VBT is isomorphic to

VBT , the space of VB0-intertwining operator of type VBT×VBT → VB0 is one-dimensional.

Thus n0 = n1 = 1 as desired.

Remark 8.1.21. The assertion (3) of Theorem 8.1.20 is already established in [Hö2]. In

[Hö2], Höhn used many results from the finite group theory. On the other hand, our

proof is mainly based on the structure theory of the moonshine VOA and we only use

that CM(τe)/〈τe〉 is a simple group.

The classification of irreducible VB0-modules has many corollaries.

Corollary 8.1.22. The irreducible 2A-twisted V \-module has a shape

L(1/2, 1/2)⊗VB0 ⊕ L(1/2, 0)⊗VB1 ⊕ L(1/2, 1/16)⊗VBT .

Proof: Follows from Theorem 8.1.20, Theorem 8.1.8 and Proposition 8.1.9.

Remark 8.1.23. A straightforward construction of the 2A-twisted (and 2B-twisted) V \-

module is given by Lam [L2]. In his construction, it is given as UD\+γ £U
D\

V \ with

γ = (1047) ∈ (Z/2Z)48.

Corollary 8.1.24. For any conformal vector e ∈ V \ with central charge 1/2, there is no

automorphism ρ on V \ such that ρ(V \
e (h)) = V \

e (h) for h = 0, 1/2 and ρ|(V \)〈τe〉 = σe.

Proof: Suppose such an automorphism ρ exists. We remark that ρ also preserves the

space Ve(1/16) as ρ ∈ CAut(V )(e). We view V \
e (1/16) as a (V \)〈τe〉-module by a restriction

of the vertex operator map YV \(·, z) on V \. Consider the σe-conjugate (V \)〈τe〉-module

V \
e (1/16)σe . By Theorem 8.1.20 and Proposition 8.1.9, V \

e (1/16)σe is not isomorphic to

V \
e (1/16) as a (V \)〈τe〉-module. On the other hand, we can take a canonical linear iso-

morphism ϕ : V \
e (1/16) → V \

e (1/16)σe such that YV \
e (1/16)σe (a, z)ϕv = ϕYV \(σea, z)v for all

a ∈ (V \)〈τe〉 and v ∈ V \
e (1/16) by definition of the conjugate module. Then we have

YV \
e (1/16)σe (a, z)ϕρv = ϕYV \(σea, z)ρv = ϕYV \(ρa, z)ρv = ϕρYV \(a, z)v
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for any a ∈ (V \)〈τe〉 and v ∈ V \
e (1/16). Thus ϕρ defines a (V \)〈τe〉-isomorphism between

V \
e (1/16) and V \

e (1/16)σe , which is a contradiction.

Corollary 8.1.25. The 2A-twisted orbifold construction applied to V \ yields V \ itself

again.

Proof: Follows from Theorem 8.1.20 and Corollary 8.1.13.

Remark 8.1.26. The statement in the corollary above was conjectured by Tuite [Tu]. In

[Tu], Tuite has shown that any Zp-orbifold construction of V \ yields the moonshine VOA

V \ or the Leech lattice VOA VΛ under the uniqueness conjecture of the moonshine VOA

which states that V \ constructed by Frenkel et. al. [FLM] is the unique holomorphic VOA

with central charge 24 whose weight one subspace is trivial.

Finally, we end this subsection by presenting the modular transformations of characters

of VB0-modules. Here the character means the conformal character, not the q-dimension,

of modules. Recall the characters of L(1/2, 0)-modules. By our explicit construction in

Section 7.1.1, one can easily prove the following (cf. [FFR] [FRW]):

chL(1/2,0)(τ) = (1/2) · q−1/48
{∏∞

n=0(1 + qn+1/2) +
∏∞

n=0(1− qn+1/2)
}

,

chL(1/2,1/2)(τ) = (1/2) · q−1/48
{∏∞

n=0(1 + qn+1/2)−∏∞
n=0(1− qn+1/2)

}
,

chL(1/2,1/16)(τ) = q−1/24
∏∞

n=1(1 + qn).

The following modular transformations are well-known:

chL(1/2,0)(−1/τ) =
1

2
chL(1/2,0)(τ) +

1

2
chL(1/2,1/2)(τ) +

1√
2
chL(1/2,1/16)(τ),

chL(1/2,1/2)(−1/τ) =
1

2
chL(1/2,0)(τ) +

1

2
chL(1/2,1/2)(τ)− 1√

2
chL(1/2,1/16)(τ),

chL(1/2,1/16)(−1/τ) =
1√
2
chL(1/2,0)(τ)− 1√

2
chL(1/2,1/2)(τ).

Set J(τ) := j(τ)−744 = q−1+0+196884q+· · · , where j(τ) is the famous SL2(Z)-invariant

j-function. Since chV \(τ) = J(τ) and

chV \(τ) = chL(1/2,0)(τ)chVB0(τ) + chL(1/2,1/2)(τ)chVB1(τ) + chL(1/2,1/16)(τ)chVBT
(τ),

we can write down the characters of irreducible VB0-modules by using those of V \ and

L(1/2, 0)-modules. This computation is already done in [Mat] by using Norton’s trace

formula. The results are written as a rational expression involving the functions J(τ),

chL(1/2,h)(τ), h = 0, 1/2, 1/16, their first and second derivatives and the Eisenstein series

E2(τ) and E4(τ), see [Mat].
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By Zhu’s theorem [Z], the linear space spanned by {chVB0(τ), chVB1(τ), chVBT
(τ)} af-

fords an SL2(Z)-action. By using the modular transformations for J(τ) and chL(1/2,h)(τ),

h = 0, 1/2, 1/16, we can show the following modular transformations:

chVB0(−1/τ) =
1

2
chVB0(τ) +

1

2
chVB1(τ) +

1√
2
chVBT

(τ),

chVB1(−1/τ) =
1

2
chVB0(τ) +

1

2
chVB1(τ)− 1√

2
chVBT

(τ),

chVBT
(−1/τ) =

1√
2
chVB0(τ)− 1√

2
chVB1(τ).

Namely, we have exactly the same modular transformation laws for the Ising model

L(1/2, 0). As in Theorem 8.1.20, we also note that the fusion algebra for VB0 is also

canonically isomorphic to that of L(1/2, 0). Therefore, we may say that L(1/2, 0) and

VB0 form a dual-pair in the moonshine VOA V \.

8.2 3A-algebra for the Monster

In this section we study an example of VOA which has a close connection to the 2A-

involution and the 3A-triality of the Monster. The study of this algebra was first begun by

Miyamoto [M8] and in [SY] Sakuma and the author made a great development. Moreover,

the research in this direction has been recently comes to be more significant in the study

of 2A-involution of the Monster and the results in this section are greatly generalized in

[LYY].

8.2.1 Construction

Let A5
1 = Zα1 ⊕ Zα2 ⊕ · · · ⊕ Zα5 with 〈αi, αj〉 = 2δi,j and set L := A5

1 ∪ (γ + A5
1) with

γ := 1
2
α1 + 1

2
α2 + 1

2
α3 + 1

2
α4. Then L is an even lattice so that we can construct a

VOA VL associated to L. We have an isomorphism VL = VA5
1
⊕ Vγ+A5

1
' {Lg(1, 0)⊗ 4 ⊕

Lg(1, 1)⊗ 4}⊗Lg(1, 0), where Lg(`, j) denotes the integrable module for the affine VOA

Lg(`, 0) associated to ŝl2(C) (cf. Section 2.6.3). By (5.4.3) and the fusion rules (3.7.3)

and (5.4.2), we can show the following.

Lemma 8.2.1. We have the following inclusions

Lg(1, 0)⊗ 3 ⊃ L(1
2
, 0)⊗L( 7

10
, 0)⊗Lg(3, 0),

Lg(1, 1)⊗ 3 ⊃ L(1
2
, 0)⊗L( 7

10
, 0)⊗Lg(3, 3).

Therefore, VL contains a sub VOA isomorphic to

Lg(3, 0)⊗Lg(1, 0)⊗Lg(1, 0)⊕ Lg(3, 3)⊗Lg(1, 1)⊗Lg(1, 0).
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Lemma 8.2.2. We have the following decompositions:

Lg(3, 0)⊗Lg(1, 0)⊗Lg(1, 0)

' {L(4
5
, 0)⊗L(6

7
, 0)⊕ L(4

5
, 3)⊗L(6

7
, 5)⊕ L(4

5
, 2

3
)⊗L(6

7
, 4

3
)}⊗Lg(5, 0)

⊕{L(4
5
, 0)⊗L(6

7
, 5

7
)⊕ L(4

5
, 3)⊗L(6

7
, 12

7
)⊕ L(4

5
, 2

3
)⊗L(6

7
, 1

21
)}⊗Lg(5, 2)

⊕{L(4
5
, 0)⊗L(6

7
, 22

7
)⊕ L(4

5
, 3)⊗L(6

7
, 1

7
)⊕ L(4

5
, 2

3
)⊗L(6

7
, 10

21
)}⊗Lg(5, 4),

Lg(3, 3)⊗Lg(1, 1)⊗Lg(1, 0)

' {L(4
5
, 0)⊗L(6

7
, 5)⊕ L(4

5
, 3)⊗L(6

7
, 0)⊕ L(4

5
, 2

3
)⊗L(6

7
, 4

3
)}⊗Lg(5, 0)

⊕{L(4
5
, 0)⊗L(6

7
, 12

7
)⊕ L(4

5
, 3)⊗L(6

7
, 5

7
)⊕ L(4

5
, 2

3
)⊗L(6

7
, 1

21
)}⊗Lg(5, 2)

⊕{L(4
5
, 0)⊗L(6

7
, 1

7
)⊕ L(4

5
, 3)⊗L(6

7
, 22

7
)⊕ L(4

5
, 2

3
)⊗L(6

7
, 10

21
)}⊗Lg(5, 4).

Hence, Lg(3, 0)⊗Lg(1, 0)⊗Lg(1, 0) ⊕ Lg(3, 3)⊗Lg(1, 1)⊗Lg(1, 0) (and VL) contains a

sub VOA U isomorphic to




L(4
5
, 0)⊗L(6

7
, 0)

⊕
L(4

5
, 3)⊗L(6

7
, 5)

⊕
L(4

5
, 2

3
)⊗L(6

7
, 4

3
)




⊕




L(4
5
, 0)⊗L(6

7
, 5)

⊕
L(4

5
, 3)⊗L(6

7
, 0)

⊕
L(4

5
, 2

3
)⊗L(6

7
, 4

3
)




. (8.2.1)

We can also define U in the following way. For i = 1, 2, . . . , 5, set

Hj := α1
(−1)1l + · · ·+ αj

(−1)1l,

Ej := eα1
+ · · ·+ eαj

,

F j := e−α1
+ · · ·+ e−αj

,

Ωj :=
1

2(j + 2)

(
1

2
Hj

(−1)H
j + Ej

(−1)F
j + F j

(−1)E
j

)
,

ωi := Ωi +
1

4

(
αi+1

(−1)

)2

1l− Ωi+1.

Then Hj, Ej and F j generate a simple affine sub VOA Lg(j, 0) and ωi, 1 ≤ i ≤ 4,

generate simple Virasoro sub VOAs L(ci, 0) in VL. Furthermore, we have an orthogonal

decomposition of the Virasoro vector ωVL
of VL into a sum of mutually commutative

Virasoro vectors as

ωVL
= ω1 + ω2 + ω3 + ω4 + Ω5.

Then we may define U to be as follows:

U = {v ∈ VL | ω1
(1)v = ω2

(1)v = Ω5
(1)v = 0}.
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Set

e :=
1

16

(
(α4 − α5)(−1)

)2
1l− 1

4
(eα4−α5

+ e−α4+α5
),

v0 :=
5

18
ω3 +

7

9
ω4 − 16

9
e,

v1 := (9F 4 − 8F 5)(−1)(4F
3 − 3F 4)(0)e

1
2
(α1+α2+α3+α4)

−1

2
(9H4 − 8H5)(−1)F

4
(0)(4F

3 − 3F 4)(0)e
1
2
(α1+α2+α3+α4)

−1

2
(9E4 − 8E5)(−1)

(
F 4

(0)

)2

(4F 3 − 3F 4)(0)e
1
2
(α1+α2+α3+α4).

(8.2.2)

Then we can show that both e and vi are contained in U2 and e(1)e = 2e, e(3)e = 1
4
1l,

ω3
(1)v

i = 2
3
vi and ω4

(1)v
i = 4

3
vi for i = 0, 1. Therefore, e generates a sub VOA isomorphic

to L(1
2
, 0) in U and vi, i = 0, 1, are highest weight vectors for Vir(ω3)⊗Vir(ω4) '

L(4
5
, 0)⊗L(6

7
, 0) with highest weight (2

3
, 4

3
). Since the weight 2 subspace of U is 4-

dimensional, we note that ω3, ω4, v0 and v1 span U2. In the next subsection we will

show that they generate U as a VOA.

8.2.2 Structures

By Lemma 8.2.2, we know that there exists a structure of a VOA in (8.2.1). Here we will

prove that there exists a unique VOA structure on it. By (8.2.1), U contains a tensor

product of two extensions of the unitary Virasoro VOAs W (0) = L(4
5
, 0) ⊕ L(4

5
, 3) and

N(0) = L(6
7
, 0)⊕ L(6

7
, 5) (see Section 5.4). Since both W (0) and N(0) are rational, U is

completely reducible as a W (0)⊗N(0)-module. Therefore, U as a W (0)⊗N(0)-module

is isomorphic to

U ' W (0)⊗N(0)⊕W

(
2

3

)ε1

⊗N

(
4

3

)ξ1

⊕W

(
2

3

)ε2

⊗N

(
4

3

)ξ2

,

where εi, ξj = ±. Recall that both W (0) and N(0) have the canonical involutions σ1 and

σ2, respectively. Then they can be lifted to involutions of W (0)⊗N(0) and we still denote

them by σ1 and σ2, respectively. By our construction, U has a Z2-grading U = U+ ⊕ U−

with
U+ ⊂ Lg(3, 0)⊗Lg(1, 0)⊗Lg(1, 0) ⊂ VA5

1
and

U− ⊂ Lg(3, 3)⊗Lg(1, 1)⊗Lg(1, 0) ⊂ Vγ+A5
1
.

(8.2.3)

We note that the decomposition above defines a natural extension of an involution σ1σ2 on

W (0)⊗N(0) to that on U , which we will also denote by σ1σ2. Therefore, by Lemma 4.2.8,

we have (W (2
3
)ε1 ⊗N(4

3
)ξ1)σ1σ2 = W (2

3
)ε2 ⊗N(4

3
)ξ2 and hence ε2 = −ε1 and ξ2 = −ξ1.

Since we may rename the signs of the irreducible N(0)-modules of ±-type (cf. Remark

5.4.5), we may assume that ε1 = ξ1.
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Theorem 8.2.3. A VOA U contains a sub VOA W (0)⊗N(0). As a W (0)⊗N(0)-

module, U is isomorphic to

W (0)⊗N(0)⊕W

(
2

3

)+

⊗N

(
4

3

)+

⊕W

(
2

3

)−
⊗N

(
4

3

)−
(8.2.4)

after fixing suitable choice of ±-type of N(4
3
)±. Therefore, U is a simple VOA and gen-

erated by its weight 2 subspace as a VOA.

Proof: The decomposition is already shown. Since U is a sub VOA of VL, we have

Y (x, z)y 6= 0 for all x, y ∈ U . Then by fusion rules for W (0)⊗N(0)-modules, U is a

Z3-simple current extension of W (0)⊗N(0). Therefore, U is a simple VOA. So we should

show that U2 generates U . Since U2 contains the Virasoro vectors ω3 and ω4 and highest

weight vectors of W (2
3
)±⊗N(4

3
)±, U2 generates whole of W (2

3
)±⊗N(4

3
)±. Since VL is

simple, for any non-zero vectors u ∈ W (2
3
)+⊗N(4

3
)+ and v ∈ W (2

3
)−⊗N(4

3
)− we have

Y (u, z)v 6= 0 in U (cf. [DL]). Therefore, by the fusion rules in Theorem 5.4.6 and Theorem

5.4.8, W (2
3
)±⊗N(4

3
)± generate W (0)⊗N(0) in U . Hence, U2 generates whole of U .

By Lemma 4.2.7, we note that there exists the following Z3-simple current extension

of W (0)⊗N(0).

U ′ = W (0)⊗N(0)⊕W

(
2

3

)+

⊗N

(
4

3

)−
⊕W

(
2

3

)−
⊗N

(
4

3

)+

. (8.2.5)

Since U and U ′ are σ1-conjugate extensions of each others, they are equivalent Z3-

simple current extensions of W (0)⊗N(0). Thus, we get the following.

Theorem 8.2.4. The following Z3-simple current extensions of W (0)⊗N(0) are equiv-

alent:

W (0)⊗N(0)⊕W

(
2

3

)+

⊗N

(
4

3

)±
⊕W

(
2

3

)−
⊗N

(
4

3

)∓
.

Hence, there is a unique Z3-graded VOA structure in (8.2.1).

8.2.3 Modules

Let U be the Z3-graded VOA as in (8.2.1). In this subsection we will classify all irreducible

U -modules. Set U = U0 ⊕ U1 ⊕ U2 with U0 = W (0)⊗N(0), U1 = W (2
3
)+⊗N(4

3
)+ and

U2 = W (2
3
)−⊗N(4

3
)−.

Lemma 8.2.5. Every irreducible U-modules is Z3-stable.

Proof: Let M be an irreducible U -module. Take an irreducible U0-submodule P of

M . By Lemma 4.4.1, both U1 · P and U2 · P are non-zero irreducible U0-submodules of
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M . It follows from the fusion rules for U0 = W (0)⊗N(0)-modules that U i · P 6' U j · P
as U0-modules if i 6≡ j mod 3. Therefore, M = P ⊕ (U1 ·P )⊕ (U2 ·P ) and hence M has

a Z3-grading under the action of U . This completes the proof.

By this lemma, the structure of an irreducible U -module is completely determined by

its U0-module structure.

Theorem 8.2.6. An irreducible U-module is isomorphic to one of the following:

W (0)⊗N(0)⊕W (2
3
)+⊗N(4

3
)+ ⊕W (2

3
)−⊗N(4

3
)−,

W (0)⊗N(1
7
)⊕W (2

3
)+⊗N(10

21
)+ ⊕W (2

3
)−⊗N(10

21
)−,

W (0)⊗N(5
7
)⊕W (2

3
)+⊗N( 1

21
)+ ⊕W (2

3
)−⊗N( 1

21
)−,

W (2
5
)⊗N(0)⊕W ( 1

15
)+⊗N(4

3
)+ ⊕W ( 1

15
)−⊗N(4

3
)−,

W (2
5
)⊗N(1

7
)⊕W ( 1

15
)+⊗N(10

21
)+ ⊕W ( 1

15
)−⊗N(10

21
)−,

W (2
5
)⊗N(5

7
)⊕W ( 1

15
)+⊗N( 1

21
)+ ⊕W ( 1

15
)−⊗N( 1

21
)−.

Proof: By Theorem 4.5.2, every irreducible U0-module is uniquely lifted to either an

irreducible U -module or an irreducible Z3-twisted U -module according to its top weight.

Thus the assertion follows.

8.2.4 Conformal vectors

In this subsection we study the Griess algebra of U . Recall e, v0, v1 ∈ U2 defined by

(8.2.2). Set

ω := ω3 + ω4, a :=
105

28
(ω − e),

b :=
32

28
(−5ω3 + 7ω4 − 4e), c := kv1,

where the scalar k ∈ R is determined by the condition 〈c, c〉 = 35/211. Then {e, a, b, c}
is a set of basis of U2. By direct calculations one can show that the multiplications and

inner products in the Griess algebra of U are given as follows:

e(1)a = 0, e(1)b =
1

2
b, e(1)c =

1

16
c,

a(1)a =
105

27
a, a(1)b =

32 · 5 · 7
29

b, a(1)c =
31 · 105

212
c,

b(1)b =
37

215
e +

33

27
a, b(1)c =

32 · 23

210
c, c(1)c =

35

213
e +

31

25
a +

23

25
b,

〈a, a〉 =
36 · 5 · 7

218
, 〈b, b〉 =

37

216
, 〈c, c〉 =

35

211
.
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Hence, we note that the Griess algebra of our VOA U is isomorphic to that of VA(e, f)

with 〈e, f〉 = 13/210 in [M8]. Therefore, by tracing calculations in [M8] we can find the

following conformal vectors with central charge 1/2 in U2.

f :=
13

28
e + a + b + c, f̃ :=

13

28
e + a + b− c.

And by a calculation we get

e(1)f = −105

29
ω +

9

25
e +

9

25
f +

7

25
f̃ , e(1)f̃ = −105

29
ω +

9

25
e +

7

25
f +

9

25
f̃ ,

f(1)f̃ = −105

29
ω +

7

25
e +

9

25
f +

9

25
f̃ , 〈e, f〉 = 〈e, f̃〉 = 〈f, f̃〉 =

13

210
.

Using these equalities, we can show that the Griess algebra U2 is generated by two con-

formal vectors e and f . Since U2 generates U as a VOA by Theorem 8.2.3, U is generated

by two conformal vectors e and f . Thus

Theorem 8.2.7. U is generated by two conformal vectors e and f with central charge

1/2 such that 〈e, f〉 = 13/210.

Now we can classify all conformal vectors in U . First, we seek all conformal vectors

with central charge 1/2. It is shown in [M1] that there exists a one-to-one correspondence

between the set of conformal vectors with central charge c in U and the set of idempotents

with squared length c/8 in U2. So we should determine all idempotents with squared

length 1/16 in U2. Let X = αω + βe + γf + δf̃ be a conformal vector with central charge

1/2. Then we should solve the equations (X/2)(1)(X/2) = (X/2) and 〈X,X〉 = 1/16.

By direct calculations, the solutions of (α, β, γ, δ) are (0, 1, 0, 0), (0, 0, 1, 0) and (0, 0, 0, 1).

Therefore,

Theorem 8.2.8. There are exactly three conformal vectors with central charge 1/2 in U2,

namely e, f and f̃ .

The rest of conformal vectors can be obtained in the following way. We should seek

all idempotents and their squared lengths in U2. Since we have a set of basis {ω, e, f, f̃}
of U2 and all multiplications and inner products are known, we can get them by direct

calculations. After some computations, we reach that the possible central charges are 1/2,

81/70, 58/35, 4/5 and 6/7. In the following, (α, β, γ, δ) denotes αω + βe + γf + δf̃ .

(1) Central charge 1/2: (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1).

(2) Central charge 81/70: (1,−1, 0, 0), (1, 0,−1, 0), (1, 0, 0,−1).

(3) Central charge 58/35: (1, 0, 0, 0).

(4) Central charge 4/5: (14/9,−32/27,−32/27,−32/27), (−7/18, 14/27, 32/27, 32/27),
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(−7/18, 32/27, 14/27, 32/27), (−7/18, 32/27, 32/27, 14/27).

(5) Central charge 6/7: (−5/9, 32/27, 32/27, 32/27), (25/18,−14/27,−32/27,−32/27),

(25/18,−32/27,−14/27,−32/27), (25/18,−32/27,−32/27,−14/27).

8.2.5 Automorphisms

By Theorem 8.2.8, U has three conformal vectors e, f and f̃ . Since eτf 6= e nor f and

f τe 6= f nor e, we must have eτf = f τe = f̃ . Therefore, τeτfτe = τfτe = τe
τf = τfτeτf and

so (τeτf )
3 = 1. It is clear that both τe and τf are non-trivial involutions acting on U and

τe 6= τf . Hence τe and τf generate S3 in Aut(U). We prove that 〈τe, τf〉 = Aut(U).

Theorem 8.2.9. Aut(U) = 〈τe, τf〉.

Proof: Let σ ∈ Aut(U). Since U is generated by e and f , the action of σ on U is

completely determined by its actions on e and f . By Theorem 8.2.8, the set of conformal

vectors with central charge 1/2 in U is {e, f, f̃} so that we get an injection from Aut(U)

to S3. Since 〈τe, τf〉 acts on {e, f, f̃} as S3, we obtain Aut(U) = 〈τe, τf〉.
Remark 8.2.10. We note that both ω3 and ω4 are S3-invariant so that the orthogonal

decomposition ω = ω3 + ω4 is the characteristic decomposition of ω in U .

Summarizing everything, we have already shown that U is generated by two conformal

vectors e and f whose inner product is 〈e, f〉 = 13/210 and its automorphism group is

generated by two involutions τe and τf with (τeτf )
3 = 1. Hence, we conclude that our

VOA U is the same as VA(e, f) in [M8] and gives a positive solution for Theorem 5.6 (4)

of [M8].

Theorem 8.2.11. The fixed-point subalgebra U 〈τe,τf 〉 is isomorphic to L(4
5
, 0)⊗L(6

7
, 0)⊕

L(4
5
, 3)⊗L(6

7
, 5) as a Vir(ω3)⊗Vir(ω4)-module. It is a rational VOA.

Proof: Since we may identify U as VA(e, f) in [M8], we can use the results obtained

in [M8]. It is shown in [M8] that Vir(ω3)⊗Vir(ω4) = L(4
5
, 0)⊗L(6

7
, 0) is a proper sub

VOA of U 〈τe,τf 〉. Since U has both a Z2-grading (8.2.3) and a Z3-grading (8.2.4), all

irreducible L(4
5
, 0)⊗L(6

7
, 0)-submodules but L(4

5
, 0)⊗L(6

7
, 0) and L(4

5
, 3)⊗L(6

7
, 5) cannot

be contained in U 〈τe,τf 〉. Hence, U 〈τe,τf 〉 must be as stated. Since U 〈τe,τf 〉 is a Z2-graded

simple current extension of L(4
5
, 0)⊗L(6

7
, 0), the rationality is clear.

8.2.6 Fusion rules

Here we determine all fusion rules for irreducible U -modules. Set U = U0 ⊕ U1 ⊕ U2

with U0 = W (0)⊗N(0), U1 = W (2
3
)+⊗N(4

3
)+ and U2 = W (2

3
)−⊗N(4

3
)−. Recall the

list of all irreducible U -modules shown in Theorem 8.2.6. We note that all of them are



8.2. 3A-ALGEBRA FOR THE MONSTER 133

Z3-stable and each irreducible U -module is induced from one and only one of the following

irreducible U0-modules:

W (h)⊗N(k), h = 0,
2

5
, k = 0,

1

7
,
5

7
.

Therefore, all irreducible U -modules are given by the induced modules:

IndU
U0W (h)⊗N(k) = W (h)⊗N(k)⊕{U1£U0 (W (h)⊗N(k))}⊕{U2£U0 (W (h)⊗N(k))}

where h = 0, 2
5

and k = 0, 1
7
, 5

7
. The fusion products for irreducible U -modules can be

computed as follows:

Theorem 8.2.12. All fusion rules for irreducible U-modules are given by the following

formula:

dimC
(

IndU
U0W (h3)⊗N(k3)

IndU
U0W (h1)⊗N(k1) IndU

U0W (h2)⊗N(k2)

)

U

= dimC
(

U £U0 (W (h3)⊗N(k3))

W (h1)⊗N(k1) W (h2)⊗N(k2)

)

U0

,

(8.2.6)

where h1, h2, h3 ∈ {0, 2
5
} and k1, k2, k3 ∈ {0, 1

7
, 5

7
}.

Proof: Since all irreducible U -modules are Z3-stable, the assertion immediately fol-

lows from Theorem 4.4.9.

8.2.7 Relation to the 3A-triality of the Monster

In this section, we work over the real number field R. We make it a rule to denote the

complexification C⊗RA of a vector space A over R by CA. Recall the construction of

our VOA U in Section 4.1. In it, we only used a formula (5.4.3), which was shown by

Goddard et al. by using a character formula in [GKO]. Therefore, we can construct U

even if we work over R. To avoid confusions, we denote the real form of U by UR. We

also note that the calculations on the Griess algebra of UR in Section 4.4 is still correct

even if we work over R.

Definition 8.2.13. A VOA V over R is said to be of moonshine type if it admits a weight

space decomposition V = ⊕∞n=0Vn with V0 = R1l and V1 = 0 and it possesses a positive

definite invariant bilinear form 〈·, ·〉 such that 〈1l, 1l〉 = 1.

Assume that a VOA V of moonshine type contains two distinct conformal vectors

e and f with central charge 1/2. In [M8], Miyamoto studied a vertex algebra VA(e, f)

generated by e and f in the case where their Miyamoto involutions τe and τf generate

S3. In this subsection, we shall complete the classification of VA(e, f) in [M8] in the case

where the inner product 〈e, f〉 is 13/210.
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Theorem 8.2.14. ([M8]) Under the assumption above, the inner product 〈e, f〉 is either

1/28 or 13/210. When the inner product is equal to 13/210, a vertex algebra VA(e, f)

generated by e and f forms a sub VOA in V . Denote by VA(e, f)(τe±) the eigen spaces for

τe with eigenvalues ±1, respectively. The Griess algebra VA(e, f)2 is of dimension 4 and

we can choose a basis VA(e, f)
(τe+)
2 = Rω3 ⊥ Rω4 ⊥ Rv0 and VA(e, f)(τe−) = Rv1 such

that ω3 +ω4 is the Virasoro vector of VA(e, f) and the multiplications and inner products

in VA(e, f)2 are given as

ω3
(1)ω

3 = 2ω3, ω3
(1)ω

4 = 0, ω3
(1)v

0 =
2

3
v0, ω3

(1)v
1 =

2

3
v1, ω4

(1)ω
4
(1) = 2ω4,

ω4
(1)v

0 =
4

3
v0, ω4

(1)v
1 =

4

3
v1, v0

(1)v
0
(1) =

5

6
ω3 +

14

9
ω4 − 10

9
v0, v0

(1)v
1 =

10

9
v1,

〈ω3, ω3〉 =
2

5
, 〈ω4, ω4〉 =

3

7
, 〈v0, v0〉 =

1

2
, 〈v1, v1〉 = 1.

The complexification CVA(e, f) has a Z3-grading CVA(e, f) = X0 ⊕ X1 ⊕ X2 and as

CVA(ω3, ω4) ' L(4
5
, 0)⊗L(6

7
, 0)-modules, they are isomorphic to one of the following:

(i) X0 = {L(4
5
, 0)⊕ L(4

5
, 3)}⊗L(6

7
, 0), X1 = L(4

5
, 2

3
)+⊗L(6

7
, 4

3
),

X2 = L(4
5
, 2

3
)−⊗L(6

7
, 4

3
);

(ii) X0 = L(4
5
, 0)⊗{L(6

7
, 0)⊕ L(6

7
, 5)}, X1 = L(4

5
, 2

3
)⊗L(6

7
, 4

3
)+,

X2 = L(4
5
, 2

3
)⊗L(6

7
, 4

3
)−;

(iii) X0 = L(4
5
, 0)⊗L(6

7
, 0)⊕ L(4

5
, 3)⊗L(6

7
, 5), X1 = {L(4

5
, 2

3
)⊗L(6

7
, 4

3
)}+,

X2 = {L(4
5
, 2

3
)⊗L(6

7
, 4

3
)}−;

(iv) X0 = {L(4
5
, 0)⊕ L(4

5
, 3)}⊗{L(6

7
, 0)⊕ L(6

7
, 5)}, X1 = L(4

5
, 2

3
)+⊗L(6

7
, 4

3
)±,

X2 = L(4
5
, 2

3
)−⊗L(6

7
, 4

3
)∓.

In the above, M− indicates a Z2-conjugate module of M+.

We will prove the following.

Theorem 8.2.15. With reference to Theorem 8.2.14, only the case (iv) occurs. Therefore,

CVA(e, f) is isomorphic to U = CUR constructed in Section 8.2.1.

Proof: The symmetric group S3 = 〈τe, τf〉 on three letters has three irreducible

representations W0 = Cw0, W1 = Cw1 and W2 = Cw2 ⊕ Cw3, where W0 is a trivial

module, τe and τf act on w1 as a scalar −1, and τe acts on w2 and w3 as scalars respectively

1 and −1. By the quantum Galois theory, we can decompose CVA(e, f) as follows:

CVA(e, f) = CVA(e, f)〈τe,τf 〉⊗W0

⊕
M1⊗W1

⊕
M2⊗W2,
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where M1 and M2 are inequivalent irreducible CVA(e, f)〈τe,τf 〉-modules. In the proof

of Theorem 8.2.14 in [M8], Miyamoto found that only the following two cases could

be occur: CVA(e, f)〈τe,τf 〉 = CVA(ω3, ω4) or CVA(e, f)〈τe,τf 〉 ) CVA(ω3, ω4), and the

former corresponds to the case (i)-(iii) and the latter does the case (iv). We assume that

CVA(e, f)〈τe,τf 〉 = CVA(ω3, ω4) ' L(4
5
, 0)⊗L(6

7
, 0). In this case, seen as a CVA(ω3, ω4)-

module, M1 is isomorphic to: L(4
5
, 3)⊗L(6

7
, 0) in the case (i), L(4

5
, 0)⊗L(6

7
, 5) in the case

(ii) and L(4
5
, 3)⊗L(6

7
, 5) in the case (iii), and M2 as a CVA(ω3, ω4)-module is isomorphic

to L(4
5
, 2

3
)⊗L(6

7
, 4

3
) in each case. Therefore, CVA(e, f)(τe−) has the following shapes:

CVA(e, f)(τe−) =





L(4
5
, 3)⊗L(6

7
, 0)⊗w1

⊕
L(4

5
, 2

3
)⊗L(6

7
, 4

3
)⊗w3 in the case (i),

L(4
5
, 0)⊗L(6

7
, 5)⊗w1

⊕
L(4

5
, 2

3
)⊗L(6

7
, 4

3
)⊗w3 in the case (ii),

L(4
5
, 3)⊗L(6

7
, 5)⊗w1

⊕
L(4

5
, 2

3
)⊗L(6

7
, 4

3
)⊗w3 in the case (iii).

We show that dimCVA(e, f)
(τe−)
3 = 3. Since CVA(e, f)

(τe−)
2 = Cv1 and v1 is a high-

est weight vector with highest weight (2
3
, 4

3
), ω3

(0)v
1 and ω4

(0)v
1 are linearly independent

vectors in CVA(e, f)
(τe−)
3 . We claim that {ω3

(0)v
1, ω4

(0)v
1, v0

(0)v
1} is a set of linearly in-

dependent vectors in CVA(e, f)
(τe−)
3 . Set x1 = ω3

(0)v
1, x2 = ω4

(0)v
1 and x3 = v0

(0)v
1.

Using the commutator formula [a(m), b(n)] =
∑

i≥0

(
m
i

)
(a(i)b)(m+n−i), an invariant property

〈a(m)b
1, b2〉 = 〈b1, a(−n+2)b

2〉 for a ∈ CVA(e, f)2 and an identity (a(0)b)(m) = [a(1), b(m−1)]−
(a(1)b)(m−1), we can calculate all 〈xi, xj〉, 1 ≤ i, j ≤ 3. For example, we compute

〈x3, x3〉 = 〈v0
(0)v

1, v0
(0)v

1〉 as follows:

〈v0
(0)v

1, v0
(0)v

1〉 = 〈v1, v0
(2)v

0
(0)v

1〉 = 〈v1, [v0
(2), v

0
(0)]v

1〉
=

〈
v1,

(
(v0

(0)v
0)(2) + 2(v0

(1)v
0)(1) + (v0

(2)v
0)(0)

)
v1

〉

=
〈
v1,

(
[v0

(1), v
0
(1)] + (v0

(1)v
0)(1)

)
v1

〉

=
5

6
〈v1, ω3

(1)v
1〉+

14

9
〈v1, ω4

(1)v
1〉 − 10

9
〈v1, v0

(1)v
1〉

=
113

81
.

By a similar way, we can compute all 〈xi, xj〉, 1 ≤ i, j ≤ 3, and it is a routine work

to check that det(〈xi, xj〉)1≤i,j≤3 6= 0. Since VA(e, f) = VA(e, f)(τe+) ⊥ VA(e, f)(τe−),

the non-singularity of a matrix (〈xi, xj〉)1≤i,j≤3 implies that x1, x2 and x3 are linearly

independent. Therefore, dimCVA(e, f)
(τe−)
3 = 3. One can also see that

v2 := v0
(0)v

1 − 5

9
(ω3

(0) + ω4
(0))v

1

is a non-zero highest weight vector for L(4
5
, 0)⊗L(6

7
, 0) with highest weight (3, 0). Thus,

the possibility of CVA(e, f) is only the case (i). We next show that dimCVA(e, f)
(τe−)
5 =
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12. Set

y1 = ω3
(−2)v

1, y2 = ω3
(−1)ω

3
(0)v

1, y3 = ω3
(−1)ω

4
(0)v

1, y4 = ω3
(0)ω

3
(0)ω

4
(0)v

1,

y5 = ω3
(0)ω

4
(−1)v

1, y6 = ω3
(0)ω

4
(0)ω

4
(0)v

1, y7 = ω4
(−2)v

1, y8 = ω4
(−1)ω

4
(0)v

1,

y9 = ω3
(−1)v

2, y10 = ω3
(0)ω

3
(0)v

2, y11 = ω4
(−1)v

2, y12 = v0
(−2)v

1.

By a similar method used in computations of 〈xi, xj〉, we can calculate all 〈yi, yj〉, 1 ≤
i, j ≤ 12, based on the informations of the Griess algebra of VA(e, f) and it is also

a routine work to show that det(〈yi, yj〉)1≤i,j≤12 6= 0. Therefore, yi, 1 ≤ i ≤ 12, are

linearly independent vectors in CVA(e, f)
(τe−)
5 . On the other hand, the dimension of the

weight 5 subspace of the case (i) is 11, which is a contradiction. Therefore, we have

CVA(e, f)〈τe,τf 〉 ) CVA(ω3, ω4) and hence only the case (iv) occurs. We can also write

down the highest weight vector explicitly. Set

v3 =
52

34

(
11

3
ω3

(−2) − 2ω3
(−1)ω

3
(−0)

)
v1 +

7

34

(
20

3
ω4

(−2) − ω4
(−1)ω

4
(0)

)
v1

+
52

23 · 32

(
2ω3

(−1) − ω3
(0)ω

3
(0)

)
ω4

(0)v
1 +

7

22 · 32 · 5
(
8ω4

(−1) − ω4
(0)ω

4
(0)

)
ω3

(0)v
1

− 5

2 · 13

(
1

3
ω3

(−1) −
3

5
ω3

(0)ω
3
(0)

)
v2 +

28

9
ω4

(−1)v
2 − v0

(−2)v
1.

Then one can verify that v3 is a non-zero highest weight vector for L(4
5
, 0)⊗L(6

7
, 0) with

highest weight (0, 5) by checking that

〈CVA(e, f)
(τe−)
4 , ωs

(2)v
3〉 = 〈CVA(e, f)

(τe−)
3 , ωs

(3)v
3〉 = 0

for s = 3, 4 and 〈v0
(−2)v

1, v3〉 = 1405/37. Since CVA(e, f) and CUR have unique VOA-

structures, CVA(e, f) ' CUR = U .

Remark 8.2.16. In the proof above, we note that all 〈xi, xj〉, 1 ≤ i, j ≤ 3 and all 〈yp, yq〉,
1 ≤ p, q ≤ 12, are completely determined by the Griess algebra of VA(e, f). Therefore,

the existence of the case (iv) immediately implies the uniqueness of CVA(e, f).

By the theorem above, we can find an application of U to the moonshine VOA. Let

V \
R be the real form of the moonshine VOA over R constructed in [FLM] and [M5]. Since

V \
R is (of course) a VOA of moonshine type, its weight two subspace forms a commutative

algebra, called the monstrous Griess algebra. As shown in [C] and in [M1], there is a one-

to-one correspondence between the 2A-involutions of the Monster and conformal vectors

with central charge 1/2 in (V \
R)2. Hence, there is a pair {e, f} of conformal vectors with

central charge 1/2 in V \
R such that τeτf defines a 3A-triality of M. It is shown in [C] that

the inner product 〈e, f〉 of such a pair is equal to 13/210. Therefore, the complexification

of the moonshine VOA CV \
R contains a sub VOA isomorphic to U by Theorem 8.2.15. As
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expected in [KMY], [Mat] and [M7], we can understand the 3A-triality of the Monster

through the Z3-symmetry of the fusion algebra for the 3-state Potts model L(4
5
, 0)⊕L(4

5
, 3).

Theorem 8.2.17. There exists a sub VOA isomorphic to U in the complexificated moon-

shine VOA CV \
R. Therefore, CV \

R contains both the 3-state Potts model L(4
5
, 0) ⊕ L(4

5
, 3)

and the tricritical 3-state Potts model L(6
7
, 0)⊕L(6

7
, 5) and we can define a 3A-triality of

the Monster by the Z3-symmetries of the fusion algebras for these models.
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Chapter 9

Appendix

9.1 Simple Current Super-Extension

In this appendix we present a theory of simple current super-extensions.

Definition 9.1.1. Let V 0 be a simple VOA. A simple current super-extension of V 0 is a

simple vertex operator superalgebra V = V 0 ⊕ V 1 such that the even part is V 0 and the

odd part V 1 is a simple current V 0-module.

Proposition 9.1.2. Let (V = V 0 ⊕ V 1, YV (·, z)) be a simple current super-extension of

V 0. Then the SVOA structure on V is unique over C.

Proof: Let (V, Y 1
V (·, z)) be another simple SVOA structure on V . Since YV (1l, z) =

Y 1
V (1l, z) = idV , we have YV (a, z) = Y 1

V (a, z) for all a ∈ V 0. Then by the skew-symmetry

we have Y 1
V (u, z)a = ezL(−1)Y 1

V (a, z)u = ezL(−1)YV (a, z)u = YV (u, z)a for all a ∈ V 0 and

u ∈ V 1. Since V 1 is a simple current, there is a scalar λ ∈ C∗ such that Y 1
V (u, z)v =

λYV (u, z)v for all u, v ∈ V 1. Then define a V 0-isomorphism ϕ : (V 0 ⊕ V 1, YV (·, z)) →
(V 0 ⊕ V 1, Y 1

V (·, z)) by (a, u) 7→ (a, u/
√

λ) for a ∈ V 0 and u ∈ V 1. Then for a ∈ V 0 and

u, v ∈ V 1, we have

Y 1
V (ϕu, z)ϕ(a, v) = (1/

√
λ)Y 1

V (u, z)(a, v/
√

λ) = (1/
√

λ)(Y 1
V (u, z)v/

√
λ, Y 1

V (u, z)a)

= (1/
√

λ)(
√

λYV (u, z)v, YV (u, z)a) = ϕ(YV (u, z)v, YV (u, z)a) = ϕYV (u, z)(a, v).

Thus ϕ defines an SVOA-isomorphism between (V, YV (·, z)) and (V, Y 1
V (·, z)).

Let us recall the definition of Z2-twisted modules of an SVOA.

Definition 9.1.3. Let V = V 0 ⊕ V 1 be an SVOA. A graded Z2-twisted V -module is a

pair (M,YM(·, z)) consisting of an N-graded vector space M = ⊕n∈NM(n) and a linear

map

YM(· , z) : V 3 a 7→ YM(a, z) =
∑

n∈ 1
2
Z
a(n)z

−n−1 ∈ End(M)[[z
1
2 , z−

1
2 ]]

139
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with the following conditions:

(i) For a ∈ V i, the module vertex operator has the shape YM(a, z) =
∑

n∈ i
2
+Z a(n)z

−n−1;

(ii) For a ∈ V and v ∈ M , a(n)v = 0 for sufficiently large n ∈ 1
2
Z;

(iii) YM(1l, z) = idM ;

(iv) a(n)M(s) ⊂ M(s + wt(a)− n− 1);

(v) For Z2-homogeneous a, b ∈ V , the following Z2-twisted Jacobi identity holds:

z−1
0 δ

(
z1 − z2

z0

)
YM(a, z1)YM(b, z2)− (−1)ε(a,b)z−1

0 δ

(−z2 + z1

z0

)
YM(b, z2)YM(a, z1)

= z−1
2 δ

(
z1 − z0

z2

)(
z1 − z0

z2

)− ε(a,a)
2

YM(YV (a, z0)b, z2).

(9.1.1)

In the rest of this section, we always assume that V 0 is a simple rational C2-cofinite

VOA of CFT-type and V = V 0 ⊕ V 1 is a simple current super-extension of V 0. Then all

V -modules and all Z2-twisted modules automatically have 1
2
N-grading resp. N-grading.

Theorem 9.1.4. (1) Every V -module is completely reducible. (2) Every Z2-twisted V -

module is completely reducible.

Proof: (1): Let M be a V -module. Take an irreducible V 0-submodule W , which is

possible as V 0 is rational. Then V 1 ·W is not zero and is irreducible V 0-module by Lemma

4.4.1. It is clear that the V 1 ·W is not isomorphic to W as a V 0-module as the difference

between the top weight of W and that of V 1 ·W is in 1/2 + Z. Then W + (V 1 ·W ) is a

direct sum and is an irreducible V -submodule of M . Thus M is completely reducible.

(2): Let M be a Z2-twisted V -module. Take an irreducible V 0-submodule W of M .

By Lemma 4.4.1, V 1 ·W is a non-trivial irreducible V 0-submodule of M . If V 1 ·W is not

isomorphic to W as a V 0-module, then W +(V 1 ·W ) is a direct sum and so is an irreducible

V -submodule of M . In this case we are done so we assume that V 1 ·W ' W as a V 0-

module. If V 1·W = W , then we are also done so that we consider the case W +(V 1·W ) is a

direct sum of irreducible V 0-submodules. Take a V 0-isomorphism ϕ : W → V 1 ·W . Then

ϕ−1YM(·|V 1 , z)|W and YM(·|V 1 , z)ϕ|W are V 0-intertwining operators of type V 1 × W →
V 1 ·W so that there is a scalar λ ∈ C∗ such that ϕ−1YM(u, z)|W = λYM(u, z)ϕ|W for all

u ∈ V 1. Then by replacing ϕ by
√

λϕ, we may assume that λ = 1. In W ⊕ (V 1 · W ),

consider V 0-submodules W± = {(w,±ϕw) | w ∈ W}. Then W⊕(V 1·W ) = W+⊕W− and

YM(u, z)(w,±ϕw) = (±YM(u, z)ϕw, YM(u, z)w) = (±ϕ−1YM(u, z)w, ϕ · ϕ−1YM(u, z)w) =

±(ϕ−1YM(u, z)w,±ϕ · ϕ−1YM(u, z)w) for all u ∈ V 1. Therefore, W± are irreducible V -

submodules and so W ⊕ (V 1 ·W ) is a completely reducible V -submodule of M . Thus M

is completely reducible V -module.
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Proposition 9.1.5. (1) Let (M, YM(·, z)) be an irreducible V -module. Then M as a V 0-

module is a direct sum of two inequivalent irreducible V 0-submodule and the V -module

structure on M is unique over C.

(2) Let (M, YM(·, z)) be an irreducible Z2-twisted V -module. If M as a V 0-module is not

irreducible, then M is a direct sum of two inequivalent V 0-submodules and the V -module

structure on M is unique over C. On the other hand, if M is irreducible as a V 0-module,

then there are exactly two inequivalent irreducible Z2-twisted V -module structure on M

and anther structure is given by its Z2-conjugate.

Proof: (1): Let W be an irreducible V 0-submodule of M . Since the powers of z

in the vertex operator map YM(·, z) is contained in Z, the difference between the top

weight of V 1 £V 0 W and that of W is in 1/2+Z. Thus M as a V 0-module is a direct sum

W⊕(V 1£V 0 W ) of two inequivalent V 0-submodules by Lemma 4.4.1. For convenience, we

set W 0 := W and W 1 := V 1 £V 0 W . Let (M, Y 1
M(·, z)) be another irreducible V -module

structure. Then we may assume that YM(a, z) = Y 1
M(a, z) for all a ∈ V 0 as YM(1l, z) =

Y 1
M(1l, z) = idM . Since V 1 is a simple current V 0-module, there is a scalar λ ∈ C∗ such

that Y 1
M(u, z)w0 = λYM(u, z)w0 for all u ∈ V 1 and w0 ∈ W 0. Then by the associativity

of vertex operators (2.3.2) we have Y 1
M(u, z)w1 = (1/λ) · YM(u, z)w1 for all u ∈ V 1 and

w1 ∈ W 1. Now define a linear isomorphism ϕ : (W 0⊕W 1, YM(·, z)) → (W 0⊕W 1, Y 1
M(·, z))

by ϕ(w0, w1) = (w0/
√

λ,
√

λw1) for wi ∈ W i, i = 0, 1. Then

Y 1
M(u, z)ϕ(w0, w1) = Y 1

M(u, z)(w0/
√

λ,
√

λw1) = (
√

λY 1
M(u, z)w1, Y 1

M(u, z)w0/
√

λ)

= (YM(u, z)w1/
√

λ,
√

λYM(u, z)w0) = ϕ(YM(u, z)w1, YM(u, z)w0) = ϕYM(u, z)(w0, w1).

Thus ϕ defines a V -isomorphism between (M,YM(·, z)) and (M, Y 1
M(·, z)). This completes

the proof of (1).

(2): Let W be an irreducible V 0-submodule of M . In this case it may happen that

V 1 £V 0 W ' W as a V 0-module because the powers of z in the vertex operator map

YM(·|V 1 , z) are in 1/2+Z. If V 1 £V 0 W 6' W as a V 0-module, then M = W ⊕ (V 1 £V 0 W )

and we can prove the uniqueness of Z2-twisted V -module structure on M by a similar

way to (1). So consider the case V 1 £V 0 W ' W . Then we see that M = W by

Theorem 9.1.4. Let (M, Y 1
M(·, z)) be another irreducible Z2-twisted V -module structure

on M . Then YM(a, z) = Y 1
M(a, z) for all a ∈ V 0 and there is a scalar µ ∈ C∗ such

that Y 1
M(u, z) = µYM(u, z) for all u ∈ V 1. Then by the associativity of the vertex

operator map (2.3.2) we have µ2 = 1. Thus µ = ±1 and so (M, Y 1
M(·, z)) is isomorphic

to either (M,YM(·, z)) or its Z2-conjugate module structure. So it remains to show that

the Z2-conjugate module is not isomorphic to (M, YM(·, z)). Denote by (M, Y −
M (·, z))

be the Z2-conjugate module of (M,YM(·, z)). Suppose that there is a V -isomorphism

ψ : (M,YM(·, z)) → (M, Y −
M (·, z)). By definition, there is a V 0-isomorphism σ : M → M
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such that Y −
M (u, z)σ = σYM(−u, z) for all u ∈ V 1. Then σ−1ψ is also a V 0-isomorphism on

M and so there is a scalar α ∈ C∗ such that σ−1ψ = α by Schur’s lemma. Since V is simple

SVOA and M is an irreducible Z2-twisted V -module, YM(u, z)w 6= 0 for all 0 6= u ∈ V 1

and 0 6= w ∈ M . However, 0 6= ψYM(u, z)w = ασYM(u, z)w = αY −
M (−u, z)σw =

−Y −
M (u, z)ψw = −ψYM(u, z)w, a contradiction. Thus (M, YM(·, z)) and its Z2-conjugate

module structure are not isomorphic.

By the preceeding theorem and the proposition above, we have determined the struc-

tures of V -modules. Next, we complete a classification of V -modules.

Proposition 9.1.6. Let (W 0, YW 0(·, z)) be an irreducible V 0-module. If V 1£V 0W 0 6' W 0,

then the difference between the top weight of V 1£V 0 W 0 and that of W 0 is contained either

in Z or in 1/2 + Z.

Proof: The proof is similar to that of Lemma 4.5.1. Suppose W 1 := V 1 £V 0 W 0 is

not isomorphic to W 0 as a V 0-module. Then V 1 £V 0 W 1 = W 0 by the associativity for

the fusion product. Let h0 ∈ Q be the top weight of W 0 and h1 ∈ Q that of W 1, and set

k = −h0+h1. Let I0(·, z) be a non-trivial V 0-intertwining operator of type V 1×W 0 → W 1

and I1(·, z) a non-trivial V 0-intertwining operator of type V 1 × W 1 → W 0. Then the

powers of z in I0(·, z) are contained in k + Z and those of z in I1(·, z) are in −k + Z by

definition of intertwining operators. By Theorem 3.7.5, there is a scalars λ ∈ C∗ such

that

〈ν, I1(u, z1)I
0(v, z2)w

0〉 = λ〈ν, I1(v, z2)I
0(u, z1)w

0〉,
where ν ∈ (W 0 ⊕W 1)∗, a ∈ V 0, u, v ∈ V 1 and wi ∈ W i, i = 0, 1. Since both

zk
1z
−k
2 〈ν, I1(u, z1)I

0(v, z2)w〉 and z−k
1 zk

2 〈ν, I1(v, z2)I
0(u, z1)w〉

contain only integral powers of z1 and z2, we obtain the following equality of the mero-

morphic functions for N À 0:

(z1 − z2)
N ι−1

12 zk
1z
−k
2 〈ν, I1(u, z1)I

0(v, z2)w〉
= λ(z1 − z2)

N ι−1
21 z2k

1 z−2k
2 z−k

1 zk
2 〈ν, I1(v, z2)I

0(u, z1)w〉.
Therefore, the monodromy-freeness implies 2k ∈ Z.

Theorem 9.1.7. Every irreducible V 0-module lifts to be either an irreducible V -module

or an irreducible Z2-twisted V -module. More precisely, let W be an irreducible V 0-module,

then

(i) if V 1 £V 0 W 6' W as a V 0-module, then W ⊕ (V 1 £V 0 W ) is the unique irreducible

V -module or irreducible Z2-twisted V -module containing W as a V 0-submodule.

(ii) if V 1 £V 0 W ' W as a V 0-module, then there are exactly two inequivalent irreducible

Z2-twisted V -module structure on W .
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Proof: Let (W 0, YW 0(·, z)) be an irreducible V 0-module. First, assume that V 1 £V 0

W 0 is not isomorphic to W 0 as a V 0-module. Set W 1 := V 1 £V 0 W 0 and take non-trivial

V 0-intertwining operators I0(·, z), I1(·, z) of types V 1 × W 0 → W 1, V 1 × W 1 → W 0,

respectively. Then by Theorem 3.7.5 there are scalars λ0, λ1 ∈ C∗ such that

〈ν, I1(u1, z1)I
0(u2, z2)w

0〉 = λ0〈ν, YW 0(YV (u1, z0)u
2, z2)w

0〉|z0=z1−z2 ,

〈ν, I0(u1, z1)I
1(u2, z2)w

1〉 = λ1〈ν, YW 1(YV (u1, z0)u
2, z2)w

1〉|z0=z1−z2 ,

where u1, u2 ∈ V 1, wi ∈ W i, i = 0, 1 and ν ∈ (W 0 ⊕W 1)∗. Moreover, since YW i(1l, z) =

idW i , we have

〈ν, I i(u1, z1)YW i(a, z2)w
i〉 = 〈ν, I i(YV (u1, z0)a, z2)w

i〉|z0=z1−z2

for all a ∈ V 0. Then by considering

〈ν, I i(u1, z1)I
i+1(u2, z2)I

i(u3, z3)w
i〉

for u1, u2, u3 ∈ V 1, wi ∈ W i and ν ∈ (W 0 ⊕W 1)∗, we have λ0 = λ1. Then by replacing

I i(·, z) by (1/
√

λi)I
i(·, z), we may assume that λ0 = λ1 = 1. Now define the vertex

operator map Ŷ (·, z) on W 0 ⊕W 1 by

Ŷ (a, z)wi := YW i(a, z)wi, Ŷ (u, z)wi := I i(u, z)wi

for a ∈ V 0, u ∈ V 1 and wi ∈ W i, i = 0, 1. Then we already have the associativity for

Ŷ (·, z). Since

〈ν, I i(u1, z1)I
i+1(u2, z2)I

i(u3, z3)w
i〉

= 〈ν, YW i+1(YV (u1, z4)u
2, z2)I

i(u3, z3)w
i〉|z4=z1−z2

= 〈ν, I i(YV (YV (u1, z4)u
2, z5)u

3, z3)w
i〉|z4=z1−z2,z5=z2−z3

= 〈ν, I i(YV (u1, z6)YV (u2, z5)u
3, z3)w

i〉|z6=z1−z3,z5=z2−z3

= 〈ν, I i(YV (u2, z5)YV (u1, z6)u
3, z3)w

i〉|z6=z1−z3,z5=z2−z3

= −〈ν, I i(YV (YV (u2, z7)u
1, z6)u

3, z3)w
i〉|z7=z2−z1,z6=z1−z3

= −〈ν, YW i+1(YV (u2, z7)u
1, z1)I

i(u3, z3)w
i〉|z7=z2−z1

= −〈ν, I i(u2, z2)I
i+1(u1, z1)I

i(u3, z3)w
i〉,

we also have the commutativity for Ŷ (·, z). Thus (W 0⊕W 1, Ŷ (·, z)) is either an irreducible

V -module or an irreducible Z2-twisted V -module by Proposition 9.1.6. This completes

the proof of (i).

Next, consider the case V 1 £V 0 W 0 ' W 0 as a V 0-module. For simplicity, we write

(W,YW (·, z)) for (W 0, YW 0(·, z)). Take a non-trivial V 0-intertwining operator J(·, z) of
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type V 1 ×W → W . Then powers of z in J(·, z) are half-integral by definition of inter-

twining operators. By Theorem 3.7.5, we have

〈ν, J(u, z1)YW (a, z2)w〉 = 〈J(YV (u, z0)a, z2)w〉|z0=z1−z2

for all a ∈ V 0, u ∈ V 1, w ∈ W and ν ∈ W ∗. Moreover, there is a scalar λ ∈ C∗ such that

〈ν, J(u1, z1)J(u2, z2)w〉 = λ〈ν, YW (YV (u1, z0)u
2, z2)w〉|z0=z1−z2

for u1, u2 ∈ V 1 again by Theorem 3.7.5. Then by replacing J(·, z) by (1/
√

λ)J(·, z), we

may assume that λ = 1. Then by an argument similar to that in the proof of (i) we can

prove the commutativity

〈ν, J(u1, z1)J(u2, z2)w〉 = −〈ν, J(u2, z2)J(u1, z1)w〉.

Thus by defining the vertex operator map Ŷ (·, z) on W by

Ŷ (a, z) := YW (a, z), Ŷ (u, z) := J(u, z)

for a ∈ V 0 and u ∈ V 1, we have an irreducible Z2-twisted V -module structure on

(W, Ŷ (·, z)). This completes the proof of (ii).

We recall the following extension property in Theorem 4.6.1:

Theorem 9.1.8. Let V (0,0) be a simple rational C2-cofinite VOA of CFT-type, and D an

abelian group. Assume that we have a set of inequivalent irreducible simple current V (0,0)-

modules {V (α,β) | α ∈ D, β ∈ Z2 = {0, 1}} with D⊕Z2-graded fusion rules V (α1,β1) £V (0,0)

V (α2,β2) = V (α1+α2,β1+β2) for any (α1, β1), (α2, β2) ∈ D ⊕ Z2. Moreover, assume that

VD = ⊕α∈DV (α,0) forms a D-graded simple current extension of V (0,0) and V (0,0) ⊕ V (0,1)

forms a simple current super-extension of V (0,0). Then VD⊕Z2 = ⊕(α,β)∈D⊕Z2V
(α,β) has a

unique structure of a simple vertex operator superalgebra with even part VD and odd part

⊕α∈DV (α,1). Namely, VD⊕Z2 forms a simple current super-extension of VD.

Remark 9.1.9. By this theorem, we can introduce a simple SVOA structure on VB =

VB0 ⊕ VB1 without reference to V \ as a simple current super-extension of VB0.

Finally, we present a lifting property of automorphisms.

Theorem 9.1.10. Suppose that σ ∈ Aut(V 0) satisfies (V 1)σ ' V 1 as a V 0-module. Then

there is a lifting σ̃ ∈ Aut(V ) such that σ(V 0) = V 0, σ(V 1) = V 1 and σ|V 0 = σ.

Proof: By assumption, we can define a σ-conjugate super-extension V σ of V . Then

by the uniqueness of the SVOA structure in Proposition 9.1.2, we have a desired lifting

σ̃ ∈ Aut(V ). Note that this lifting is unique up to multiple of the canonical Z2-symmetry

on V .
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9.2 Proof of Theorem 5.1.12

In this appendix, we present the detailed proof of Theorem 5.1.12. We use the same

notation as in Section 4.2. First, we list the defining relations and useful identities. Let

a ∈ V , ui ∈ W i, i = 1, 2, 3. Then the defining relations are as follows.

E±(h, z)φi = φiE
±(h, z), E±(h, z)φ′i = φ′iE

±(h, z),

h(0)φi = φi

(
h(0) + γ

)
, h(0)φ

′
i = φ′i

(
h(0) + γ

)
,

∆(h, z)φi = zγφi∆(h, z), ∆(h, z)φ′i = zγφ′i∆(h, z),

Y (φ0a, z)ui = E−(h, z)φiY (a, z)∆(h, ζz)ui,

Y (φ0a, z)φiu
i = E−(h, z)π−1

i φ′iφiY (zγ∆(h, z)a, z)∆(h, ζz)ui,

I01(u1, z)φ2u
2 = φ3I

00(∆(h, z)u1, z)u2,

I10(φ1u
1, z)u2 = E−(h, z)φ3I

00(u1, z)∆(h, ζz)u2,

I11(φ1u
1, z)φ2u

2 = E−(h, z)π−1
3 φ′3φ3I

00(φ−1
1 ∆(h, z)φ1u

1, z)∆(h, ζz)u2.

And the followings are taken from Lemma 5.1.2.

∆(h, z2)I
ij(x, z0) = I ij(∆(h, z2 + z0)x, z0)∆(h, z2),

I ij(x, z2)E
−(h, z1) = E−(h, z1)I

ij(∆(h, z2 − z1)∆(−h, z2)x, z2),

I ij(E−(h, z1)x, z2) = E−(h, z1 + z2)E
−(−h, z2)I

ij(x, z2)∆(−h, ζz2)∆(h, ζ(z2 + z1)).

The followings are given by choosing suitable πi’s.

I00(π−1
1 φ′1φ1u

1, z) = E−(2h, z)π−1
3 φ′3φ3I

00(u1, z)∆(2h, ζz),

I00(u1, z)π−1
2 φ′2φ2 = π−1

3 φ′3φ3I
00(∆(2h, z)u1, z).

In the following argument, we will freely use the relations and identities above. We shall

show the following Jacobi identity.

z−1
0 δ

(
z1 − z2

z0

)(
z1 − z2

z0

)−α1

Y (φ0a, z1)Ī(x, z2)y

−(−1)ε(γ,x)ζα1z−1
0 δ

(−z2 + z1

z0

)(
z2 − z1

z0

)−α1

Ī(x, z2)Y (φ0a, z1)y

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

Ī(Y (φ0a, z0)x, z2)y,

(9.2.1)

where a ∈ V , x = u1 or φ1u
1, and y = u2 or φ2u

2. We divide the proof into four cases

according to the parities of x and y.



146 CHAPTER 9. APPENDIX

(i): (x, y) = (u1, u2). In this case, we have

Y (φ0a, z1)I
00(u1, z2)u

2

= E−(h, z1)φ3Y (a, z1)∆(h, ζz1)I
00(u1, z2)u

2

= E−(h, z1)φ3Y (a, z1)I
00(∆(h, ζz1 + z2)u

1, z2)∆(h, ζz1)u
2,

I01(u1, z2)Y (φ0a, z1)u
2

= I01(u1, z2)E
−(h, z1)φ2Y (a, z1)∆(h, ζz1)u

2

= E−(h, z1)I
01(∆(h, z2 − z1)∆(−h, z2)u

1, z2)φ2Y (a, z1)∆(h, ζz1)u
2

= E−(h, z1)φ3I
00(∆(h, z2)∆(h, z2 − z1)∆(−h, z2)u

1, z2)Y (a, z1)∆(h, ζz1)u
2

= E−(h, z1)φ3I
00(∆(h, z2 − z1)u

1, z2)Y (a, z1)∆(h, ζz1)u
2.

By

z−1
0 δ

(
z1 − z2

z0

)
∆(h, ζz1 + z2)u

1 = z−1
0 δ

(
z1 − z2

z0

)(
z1 − z2

z0

)α1

∆(h, ζz0)u
1

and

z−1
0 δ

(−z2 + z1

z0

)
∆(h, z2 − z1)u

1 = z−1
0 δ

(−z2 + z1

z0

)
ζ−α1

(
z2 − z1

z0

)α1

∆(h, ζz0)u
1,

the left hand side of (9.2.1) is equal to

z−1
0 δ

(
z1 − z2

z0

)
E−(h, z1)φ3Y (a, z1)I

00(∆(h, ζz0)u
1, z2)∆(h, ζz1)u

2

−z−1
0 δ

(−z2 + z1

z0

)
E−(h, z1)φ3I

00(∆(h, ζz0)u
1, z2)Y (a, z1)∆(h, ζz1)u

2

= z−1
1 δ

(
z2 + z0

z1

)
E−(h, z1)φ3I

00(Y (a, z0)∆(h, ζz0)u
1, z2)∆(h, ζz1)u

2.

On the other hand, the right hand side of (9.2.1) is equal to

z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

I10(Y (φ0a, z0)u
1, z2)u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

I10(E−(h, z0)φ1Y (a, z0)∆(h, ζz0)u
1, z2)u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

E−(h, z0 + z2)E
−(−h, z2)

×I10 (φ1Y (a, z0)∆(h, ζz0)u
1, z2) ∆(−h, ζz2)∆(h, ζ(z2 + z0))u

2
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= z−1
1 δ

(
z2 + z0

z1

)
E−(h, z1)E

−(−h, z2)E
−(h, z2)φ3

×I00 (Y (a, z0)∆(h, ζz0)u
1, z2) ∆(h, ζz2)∆(−h, ζz2)∆(h, ζz1)u

2

= z−1
1 δ

(
z2 + z0

z1

)
E−(h, z1)φ3I

00(Y (a, z0)∆(h, ζz0)u
1, z2)∆(h, ζz1)u

2.

In the transformation above, we also used that

z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

∆(h, ζ(z2 + z0))u
2 = z−1

1 δ

(
z2 + z0

z1

)
∆(h, ζz1)u

2.

Hence, (9.2.1) holds in this case.

(ii): (x, y) = (φ1u
1, u2). We have

Y (φ0a, z1)I
10(φ1u

1, z2)u
2

= Y (φ0a, z1)E
−(h, z2)φ3I

00(u1, z2)∆(h, ζz2)u
2

= E−(h, z1)π
−1
3 φ′3φ3Y (zγ

1∆(h, z1)a, z1)∆(h, ζz1)E
−(h, z2)I

00(u1, z2)∆(h, ζz2)u
2

= zγ
1E−(h, z1)π

−1
3 φ′3φ3Y (∆(h, z1)a, z1)E

−(h, z2)

(
1− z2

z1

)γ

×∆(h, ζz1)I
00(u1, z2)∆(h, ζz2)u

2

= (z1 − z2)
γE−(h, z1)π

−1
3 φ′3φ3E

−(h, z2)Y (∆(h, z1 − z2)∆(−h, z1)∆(h, z1)a, z1)

×I00(∆(h, ζz1 + z2)u
1, z2)∆(h, ζz1)∆(h, ζz2)u

2

= (z1 − z2)
γE−(h, z1)E

−(h, z2)π
−1
3 φ′3φ3Y (∆(h, z1 − z2)a, z1)

×I00(∆(h, ζ(z1 − z2))u
1, z2)∆(h, ζz1)∆(h, ζz2)u

2,

I11(φ1u
1, z2)Y (φ0a, z1)u

2

= I11(φ1u
1, z2)E

−(h, z1)φ2Y (a, z1)∆(h, ζz1)u
2

= E−(h, z2)π
−1
3 φ′3φ3I

00(zγ
2∆(h, z2)u

1, z2)∆(h, ζz2)E
−(h, z1)Y (a, z1)∆(h, ζz1)u

2

= zγ
2E−(h, z2)π

−1
3 φ′3φ3I

00(∆(h, z2)u
1, z2)E

−(h, z1)

(
1− z1

z2

)γ

×∆(h, ζz2)Y (a, z1)∆(h, ζz1)u
2

= (z2 − z1)
γE−(h, z2)π

−1
3 φ′3φ3E

−(h, z1)I
00(∆(h, z2 − z1)∆(−h, z2)∆(h, z2)u

1, z2)

×Y (∆(h, ζz2 + z1)a, z1)∆(h, ζz1)∆(h, ζz2)u
2
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= (z2 − z1)
γE−(h, z1)E

−(h, z2)π
−1
3 φ′3φ3I

00(∆(h, z2 − z1)u
1, z2)

×Y (∆(h,−z2 + z1))a, z1)∆(h, ζz1)∆(h, ζz2)u
2.

Therefore, the left hand side of (9.2.1) is equal to

z−1
0 δ

(
z1 − z2

z0

)
zγ
0E−(h, z1)E

−(h, z2)π
−1
3 φ′3φ3Y (∆(h, z0)a, z1)I

00(∆(h, ζz0)u
1, z2)

×∆(h, ζz1)∆(h, ζz2)u
2

−z−1
0 δ

(−z2 + z1

z0

)
zγ
0E−(h, z1)E

−(h, z2)π
−1
3 φ′3φ3I

00(∆(h, ζz0)u
1, z2)

×Y (∆(h, z0)a, z1)∆(h, ζz1)∆(h, ζz2)u
2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0E−(h, z1)E

−(h, z2)π
−1
3 φ′3φ3I

00(Y (∆(h, z0)a, z0)∆(h, ζz0)u
1, z2)

×∆(h, ζz1)∆(h, ζz2)u
2.

On the other hand, the right hand side of (9.2.1) is equal to

z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

I00(Y (φ0a, z0)φ1u
1, z2)u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

×I00(E−(h, z0)π
−1
1 φ′1φ1Y (zγ

0∆(h, z0)a, z0)∆(h, ζz0)u
1, z2)u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

zγ
0E−(h, z0 + z2)E

−(−h, z2)

×I00(π−1
1 φ′1φ1Y (∆(h, z0)a, z0)∆(h, ζz0)u

1, z2)∆(−h, ζz2)∆(h, ζ(z2 + z0))u
2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0E−(h, z1)E

−(−h, z2)

×I00(π−1
1 φ′1φ1Y (∆(h, z0)a, z0)∆(h, ζz0)u

1, z2)∆(−h, ζz2)∆(h, ζz1)u
2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0E−(h, z1)E

−(−h, z2)E
−(2h, z2)π

−1
3 φ′3φ3

×I00(Y (∆(h, z0)a, z0)∆(h, ζz0)u
1, z2)∆(2h, ζz2)∆(−h, ζz2)∆(h, ζz1)u

2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0E−(h, z1)E

−(h, z2)π
−1
3 φ′3φ3

×I00(Y (∆(h, z0)a, z0)∆(h, ζz0)u
1, z2)∆(h, ζz1)∆(h, ζz2)u

2.
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Hence, we obtain (9.2.1) in this case.

(iii): (x, y) = (u1, φ2u
2). We have

Y (φ0a, z1)I
01(u1, z2)φ2u

2

= Y (φ0a, z1)φ3I
00(∆(h, z2)u

1, z2)u
2

= E−(h, z1)π
−1
3 φ′3φ3Y (zγ

1∆(h, z1)a, z1)∆(h, ζz1)I
00(∆(h, z2)u

1, z2)u
2

= zγ
1E−(h, z1)π

−1
3 φ′3φ3Y (∆(h, z1)a, z1)I

00(∆(h, ζz1 + z2)∆(h, z2)u
1, z2)∆(h, ζz1)u

2,

I00(u1, z2)Y (φ0a, z1)φ2u
2

= I00(u1, z2)π
−1
2 φ′2φ2E

−(h, z1)Y (zγ
1∆(h, z1)a, z1)∆(h, ζz1)u

2

= zγ
1π−1

3 φ′3φ3I
00(∆(2h, z2)u

1, z2)E
−(h, z1)Y (∆(h, z1)a, z1)∆(h, ζz1)u

2

= zγ
1π−1

3 φ′3φ3E
−(h, z1)I

00(∆(h, z2 − z1)∆(−h, z2)∆(2h, z2)u
1, z2)

×Y (∆(h, z1)a, z1)∆(h, ζz1)u
2

= zγ
1E−(h, z1)π

−1
3 φ′3φ3I

00(∆(h, z2 − z1)∆(h, z2)u
1, z2)Y (∆(h, z1)a, z1)∆(h, ζz1)u

2.

Therefore, the left hand side of (9.2.1) is equal to

z−1
1 δ

(
z2 + z0

z1

)
zγ
1E−(h, z1)π

−1
3 φ′3φ3

×I00(Y (∆(h, z1)a, z0)∆(h, ζz0)∆(h, z2)u
1, z2)∆(h, ζz1)u

2.

On the other hand, the right hand side of (9.2.1) is

z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

I11(Y (φ0a, z0)u
1, z2)φ2u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

I11(E−(h, z0)φ1Y (a, z0)∆(h, ζz0)u
1, z2)φ2u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

E−(h, z0 + z2)E
−(−h, z2)

×I11(φ1Y (a, z0)∆(h, ζz0)u
1, z2)∆(−h, ζz2)∆(h, ζ(z2 + z0))φ2u

2

= z−1
1 δ

(
z2 + z0

z1

)
E−(h, z1)E

−(−h, z2)I
11(φ1Y (a, z0)∆(h, ζz0)u

1, z2)

×φ2(ζz2)
−γ∆(−h, ζz2)(ζz1)

γ∆(h, ζz1)u
2
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= z−1
1 δ

(
z2 + z0

z1

)
zγ
1 z−γ

2 E−(h, z1)E
−(−h, z2)E

−(h, z2)π
−1
3 φ′3φ3

×I00(zγ
2∆(h, z2)Y (a, z0)∆(h, ζz0)u

1, z2)∆(h, ζz2)∆(−h, ζz2)∆(h, ζz1)u
2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
1E−(h, z1)π

−1
3 φ′3φ3

×I00(Y (∆(h, z2 + z0)a, z0)∆(h, z2)∆(h, ζz0)u
1, z2)∆(h, ζz1)u

2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
1E−(h, z1)π

−1
3 φ′3φ3

×I00(Y (∆(h, z1)a, z0)∆(h, ζz0)∆(h, z2)u
1, z2)∆(h, ζz1)u

2.

Hence, we get (9.2.1) in this case.

(iv): (x, y) = (φ1u
1, φ2u

2). We have

Y (φ0a, z1)I
11(φ1u

1, z2)φ2u
2

= Y (φ0a, z1)E
−(h, z2)π

−1
3 φ′3φ3I

00(zγ
2∆(h, z2)u

1, z2)∆(h, ζz2)u
2

= zγ
2E−(h, z2)Y (∆(h, z1 − z2)∆(−h, z1)φ0a, z1)π

−1
3 φ′3φ3I

00(∆(h, z2)u
1, z2)∆(h, ζz2)u

2

= zγ
2E−(h, z2)Y ((z1 − z2)

γz−γ
1 φ0∆(h, z1 − z2)∆(−h, z1)a, z1)π

−1
3 φ′3φ3

×I00(∆(h, z2)u
1, z2)∆(h, ζz2)u

2

= z−γ
1 zγ

2 (z1 − z2)
γE−(h, z2)E

−(h, z1)φ3Y (∆(h, z1 − z2)∆(−h, z1)a, z1)∆(h, ζz1)

×π−1
3 φ′3φ3I

00(∆(h, z2)u
1, z2)∆(h, ζz2)u

2

= z−γ
1 zγ

2 (z1 − z2)
γE−(h, z1)E

−(h, z2)φ3Y (∆(h, z1 − z2)∆(−h, z1)a, z1)π
−1
3 φ′3φ3

×(ζz1)
2γ∆(h, ζz1)I

00(∆(h, z2)u
1, z2)∆(h, ζz2)u

2

= zγ
1 zγ

2 (z1 − z2)
γE−(h, z1)E

−(h, z2)φ3π
−1
3 φ′3φ3Y (∆(h, z1 − z2)∆(h, z1)a, z1)

×I00(∆(h, ζz1 + z2)∆(h, z2)u
1, z2)∆(h, ζz1)∆(h, ζz2)u

2,

I10(φ1u
1, z2)Y (φ0a, z1)φ2u

2

= I10(φ1u
1, z2)E

−(h, z1)π
−1
2 φ′2φ2Y (zγ

1∆(h, z1)a, z1)∆(h, ζz1)u
2

= zγ
1E−(h, z1)I

10(∆(h, z2 − z1)∆(−h, z2)φ1u
1, z2)π

−1
2 φ′2φ2Y (∆(h, z1)a, z1)∆(h, ζz1)u

2

= zγ
1E−(h, z1)I

10((z2 − z1)
γz−γ

2 φ1∆(h, z2 − z1)∆(−h, z2)u
1, z2)π

−1
2 φ′2φ2

×Y (∆(h, z1)a, z1)∆(h, ζz1)u
2
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= zγ
1z−γ

2 (z2 − z1)
γE−(h, z1)E

−(h, z2)φ3I
00(∆(h, z2 − z1)∆(−h, z2)u

1, z2)∆(h, ζz2)

×π−1
2 φ′2φ2Y (∆(h, z1)a, z1)∆(h, ζz1)u

2

= zγ
1z−γ

2 (z2 − z1)
γE−(h, z1)E

−(h, z2)φ3I
00(∆(h, z2 − z1)∆(−h, z2)u

1, z2)π
−1
2 φ′2φ2

×(ζz2)
2γY (∆(h, ζz2 + z1)∆(h, z1)a, z1)∆(h, ζz2)∆(h, ζz1)u

2

= zγ
1zγ

2 (z2 − z1)
γE−(h, z1)E

−(h, z2)φ3π
−1
3 φ′3φ3I

00(∆(h, z2 − z1)∆(h, z2)u
1, z2)

×Y (∆(h, ζz2 + z1)∆(h, z1)a, z1)∆(h, ζz1)∆(h, ζz2)u
2.

Thus, the left hand side of (9.2.1) is equal to

z−1
1 δ

(
z2 + z0

z1

)
zγ
0zγ

1 zγ
2E−(h, z1)E

−(h, z2)φ3π
−1
3 φ′3φ3

×I00(Y (∆(h, z0)∆(h, z1)a, z0)∆(h, ζz0)∆(h, z2)u
1, z2)∆(h, ζz1)∆(h, ζz2)u

2.

On the other hand, the right hand side of (9.2.1) is equal to

z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

I01(Y (φ0a, z0)φ1u
1, z2)φ2u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

×I01(E−(h, z0)π
−1
1 φ′1φ1Y (zγ

0∆(h, z0)a, z0)∆(h, ζz0)u
1, z2)φ2u

2

= z−1
1 δ

(
z2 + z0

z1

)(
z2 + z0

z1

)−α2

zγ
0E−(h, z0 + z2)E

−(−h, z2)

×I01(π−1
1 φ′1φ1Y (∆(h, z0)a, z0)∆(h, ζz0)u

1, z2)∆(−h, ζz2)∆(h, ζ(z2 + z0))φ2u
2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0E−(h, z1)E

−(−h, z2)I
01(π−1

1 φ′1φ1Y (∆(h, z0)a, z0)

×∆(h, ζz0)u
1, z2)φ2(ζz2)

−γ(ζz1)
γ∆(−h, ζz2)∆(h, ζz1)u

2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0zγ

1z−γ
2 E−(h, z1)E

−(−h, z2)φ3I
00(∆(h, z2)π

−1
1 φ′1φ1Y (∆(h, z0)a, z0)

×∆(h, ζz0)u
1, z2)∆(−h, ζz2)∆(h, ζz1)u

2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0zγ

1z−γ
2 E−(h, z1)E

−(−h, z2)φ3

×I00(z2γ
2 π−1

1 φ′1φ1Y (∆(h, z2 + z0)∆(h, z0)a, z0)∆(h, z2)∆(h, ζz0)u
1, z2)

×∆(−h, ζz2)∆(h, ζz1)u
2
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= z−1
1 δ

(
z2 + z0

z1

)
zγ
0zγ

1zγ
2E−(h, z1)E

−(−h, z2)φ3E
−(2h, z2)π

−1
3 φ′3φ3

×I00(Y (∆(h, z1)∆(h, z0)a, z0)∆(h, z2)∆(h, ζz0)u
1, z2)∆(2h, ζz2)

×∆(−h, ζz2)∆(h, ζz1)u
2

= z−1
1 δ

(
z2 + z0

z1

)
zγ
0zγ

1zγ
2E−(h, z1)E

−(h, z2)φ3π
−1
3 φ′3φ3

×I00(Y (∆(h, z1)∆(h, z0)a, z0)∆(h, z2)∆(h, ζz0)u
1, z2)∆(h, ζz1)∆(h, ζz2)u

2.

Hence, we have the desired identity (9.2.1).
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